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DYNAMICS OF TERNARY STATISTICAL EXPERIMENTS
WITH EQUILIBRIUM STATE

M.L.BERTOTTI, S.O.DOVGYI, D.KOROLIOUK

Ðåçþìå. Âèâ÷àþòüñÿ ñöåíàði¨ äèíàìiêè ìîäåëi òðèíàðíèõ ñòàòèñòè÷íèõ
åêñïåðèìåíòiâ. Âàæëèâîþ îñîáëèâiñòþ ìîäåëi ¹ óìîâà áàëàíñó i íàÿâíiñòü
ñòàöiîíàðíîãî ñòàíó ðiâíîâàãè (ρ). Öå äîçâîëÿ¹ âèêîðèñòîâóâàòè ðiçíèöåâi
ðiâíÿííÿ äëÿ ïðèðîñòiâ éìîâiðíîñòåé äëÿ âèâ÷åííÿ äèíàìiêè ìîäåëi. Äà-
¹òüñÿ êëàñèôiêàöiÿ ñöåíàði¨â åâîëþöi¨ ìîäåëi, ÿêi çíà÷íî âiäðiçíÿþòüñÿ
îäèí âiä îäíîãî â çàëåæíîñòi âiä îáëàñòi çíà÷åíü îñíîâíèõ ïàðàìåòðiâ
ìîäåëi V0 i ρ0.
Abstract. We study the scenarios of dynamics ternary statistical experi-
ments model. /par An important feature of the model is a balance condition
and the presence of steady state (equilibrium). This allows to use di�erence
equations for increments probabilities to study the dynamics of the model.
/par We give a classi�cation of scenarios of the model's evolution which are
signi�cantly di�erent one from another depending on the domain of the values
of the model basic parameters V0 and ρ0 (see. Proposition 1).

1. Building a model
We consider statistical experiments (SE) with persistent linear regression [1]

with additional alternatives.
The basic idea of the model construction is to choose a main factor that

determines the essential state of SE, supplemented by additional alternatives
in the way that, the aggregation of the principal factor and its complementary
alternatives completely describe the dynamics of CE on time.

The basic characteristic of the main factor and of the additional alternatives
are their probabilities (frequencies): P0 of the main factor and P1, P2 of the
additional alternatives, for which the balance condition takes place:

P0 + P1 + P2 = 1. (1)
The dynamics of SE characteristics is determined by a linear regression func-

tion which speci�es the values of SE characteristics in the next stage of obser-
vation, for given value probability at the present stage.

Consider a sequence of SE characteristics values which depends on the stage
of observation, or, equivalently, on a discrete time parameter k ≥ 0:

P (k) := (P0(k), P1(k), P2(k)) , k ≥ 0,

and their increments at k-th time instant:
∆P (k + 1) := P (k + 1)− P (k) , k ≥ 0.

Key words. Binary statistical experiment, persistent regression, stabilization, stochas-tic
approximation, exponential statistical experiment, exponential autoregression process.
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Linear regression function of increments is given by a matrix which is generated
by directing action parameters:

∆P (k + 1) = −V̂P (k) , k ≥ 0, (2)
where

V̂ := [V̂mn ; 0 ≤ m,n ≤ 2],

V̂mm = 2Vm , V̂mn = −Vn , 0 ≤ n ≤ 2 , n 6= m.
(3)

The directing action parameters V0, V1, V2 satisfy the following inequality:
|Vm| ≤ 1 , 0 ≤ m ≤ 2. (4)

An important feature of SE is the presence of steady state ρ (equilibrium),
which is determined by zero of the regression function of increments :

V̂ρ = 0, (5)
or in scalar form:

V̂mρ := V̂m0 ρ0 + V̂m1 ρ1 + V̂m2 ρ2 = 0 , 0 ≤ m ≤ 2. (6)
Of course, the following balance condition takes place:

ρ0 + ρ1 + ρ2 = 1. (7)
Next, we consider the �uctuations probabilities relative to equilibrium value

P̂m(k) := Pm(k)− ρm , 0 ≤ m ≤ 2. (8)
The basic assumption. SE dynamics is determined by a di�erence equation
for the main factor probabilities P̂0(k), and by the probabilities of additional
alternatives P̂1(k) and P̂2(k)

∆P̂ (k + 1) = −V̂P̂ (k) , k ≥ 0, (9)
or in scalar form:
∆P̂m(k +1) = V̂m0 P̂0(k)+ V̂m1 P̂1(k)+ V̂m2 P̂2(k) , 0 ≤ m ≤ 2 , k ≥ 0. (10)

Also the initial values have to be �xed:
P̂ (0) = (P̂0(0), P̂1(0), P̂2(0)).

Remark 1. Considering equations (5) - (6) and the balance condition (7), we
have explicit formulas for equilibrium:

ρm = V −1
m /V , 0 ≤ m ≤ 2,

V := V −1
0 + V −1

1 + V −1
2 ,

or in other form:
ρ0 = V1V2/V , ρ1 = V0V2/V , ρ2 = V0V1/V,

V := V1V2 + V0V2 + V0V1.
(11)

The validity of the formulas (11) and (12) can be easily con�rmed by their
substitution in equations (6) - (7). This is obvious the additional condition:
V 6= 0.
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Remark 2. The dynamics determination, by linear regression function (9) -
(10), in regression model of statistic experiments, does not envolves the balance
condition (1), and the equilibrium (7) with additional restrictions:

0 ≤ Pm(k) ≤ 1 , 0 ≤ m ≤ 2 , k ≥ 0 ; 0 ≤ ρm ≤ 1 , 0 ≤ m ≤ 2

for solutions of di�erence equations (12), or, equivalently (20), and equations
(5) - (6) for equilibriums.

2. The model interpretation
The model of SE is constructed in several stages. First, the main factor

should be chosen, characterized by probability (or frequency, concentration
etc.). So there exist supplementary alternatives, whose probabilities are com-
plement to the main factor probability. In particular, having only one alterna-
tive, the binary models of SE are considered in the works [1,2,3] (see also [4,5]).
The presence of two or more alternatives brings more di�culties in the analysis
of SE.

With a full set of characteristics CE, the probabilities of the main factor and
of additional alternatives satisfy the balance condition (1) or, equivalently, the
balance condition (9), the dynamics of the probability of the main factor P0,
as well as of supplementary factors P1, P2 is given by the following di�erence
equations for the probabilities of �uctuations for all k ≥ 0:

∆P̂0(k + 1) = V1P̂1(k) + V2P̂2(k)− 2V0P̂0(k) ,

∆P̂1(k + 1) = V0P̂0(k) + V2P̂2(k)− 2V1P̂1(k) ,

∆P̂2(k + 1) = V0P̂0(k) + V1P̂1(k)− 2V2P̂2(k) .

(12)

The increment of probabilities �uctuations of the main and supplementary fac-
tors

∆P̂m(k + 1) := P̂m(k + 1)− P̂m(k) , 0 ≤ m ≤ 2 , k ≥ 0,

is determined by the values of guide action parameters ¨ V0, V1, V2.

Remark 3. The �uctuations of probabilities in (7) - (8) satisfy the balance
condition:

P̂0(k) + P̂1(k) + P̂2(k) = 0 , k ≥ 0, (13)
and by formula (8) one has:

∆P̂m(k) = ∆Pm(k) , 0 ≤ m ≤ 2 , k ≥ 0. (14)

The equation (12) characterizes two basic principles of alternatives interac-
tion: stimulation (positive terms) and containment (negative term).

3. The model analysis
The existence of equilibrium point for the �uctuations increments regression

function (5) provides the possibility to analyze the dynamics of CE (by k →∞)
in view of the possible guide parameters values which satisfy the constraint (4).

The dynamics of the main factor probability is described by several scenarios.

5
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Proposition 1. The main factor probability P0(k), k ≥ 0, determined by the
solution of the di�erence equation (12), as well as by the basic assumption
(9), with equilibrium (11), changes with increasing k → ∞ by the following
scenarios:
Attractive equilibrium: V0 > 0, 0 < ρ0 < 1:

lim
k→∞

P0(k) = ρ0; (15)

Repulsive equilibrium: V0 < 0, 0 < ρ0 < 1:

lim
k→∞

P0(k) =

{
1 ïðè P0(0) > ρ0;
0 ïðè P0(0) < ρ0.

(16)

Dominant equilibrium: ρ0 6∈ (0, 1), V0 < 0:

lim
k→∞

P0(k) = 1; (17)

Degenerate equilibrium: ρ0 6∈ (0, 1), V0 > 0:

lim
k→∞

P0(k) = 0; (18)

Remark 4. Of course, the main factor dynamics scenarios can be formulated
by domain of values of the guide parameters V0, V1, V2.

Remark 5. Similar scenarios for additional alternative dynamics take place by
considering the values of parameters V1, ρ1 àáî V2, ρ2.

4. Annexes

Fig. 1. Table of scenarios
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Fig. 2. Illustration of Pi limit behaviour
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INVARIANCE AND UNIQUENESS OF SOLUTIONS
TO POLYNOMIAL INTERPOLATION PROBLEMS

IN EUCLIDEAN SPACE

O.F.KASHPUR, V.V.KHLOBYSTOV

Ðåçþìå. Â ðîáîòi ðîçãëÿíóòî ðîçâ'ÿçàííÿ çàäà÷i iíòåðïîëÿöi¨ ôóíêöi¨
áàãàòüîõ çìiííèõ â óìîâàõ íåäîâèçíà÷åíîñòi. Îäåðæàíî óìîâè iíâàðiàíò-
íî¨ ðîçâ'ÿçóâàíîñòi òà ¹äèíîñòi ðîçâ'ÿçêó ïîñòàâëåíî¨ çàäà÷i.
Abstract. In this paper we consider solving of the interpolation problem
as applied to many-variable function in the case of under-determinacy. The
condition for invariant resolution and uniqueness of this problem is obtained.

1. Introduction
The fundamentals of general theory of operator's interpolation in abstract

Hilbert spaces have been established in [1-3]. Then the authors also derived the
conditions of invariant solvability for interpolation problems in the event when
the solution is available at some or other operator's values in the nodes. The
issue of convergence of interpolation processes and estimated accuracy of inter-
polation for the case of di�erential operators in Hilbert spaces are considered
in [4].

Let X, Y be Hilbert spaces, µ - a Gaussian measure on X such that its
�rst moment is equal to zero, B - the correlation operator of this measure (B
belonging to trace-class ones), and KerB = ∅ [5, 6]. Assume also that Πn be
the set of operator polynomials Pn : X → Y of n-th power in the form

Πn = {Pn(x) : Pn(x) = L0 + L1x + · · ·+ Lnxn},
where L0 ∈ Y, Lkx

k = Lk(x, x, . . . , x︸ ︷︷ ︸
k

), and Lk(x1, x2, . . . , xk) is the k-linear

continuous symmetric operator form. Now introduce the scalar product on the
set Πn [2]:

(P (1)
n , P (2)

n ) =
n∑

k=0

∫

X
· · ·

∫

X

(
(L(1)

k (v1, v2, . . . , vk),

L
(2)
k (v1, v2, . . . , vk)

)
Y

µ(dv1)µ(dv2) . . . µ(dvk),

where (·, ·)Y is the scalar product in the Y -space, while L
(1)
k and L

(2)
k are k-

linear continuous symmetric operator forms corresponding to the polynomials
P

(1)
n , P

(2)
n ∈ Πn and ‖Pn‖ = (Pn, Pn)1/2.

Key words. Hilbert space, Euclidean space, operator, interpolation polynom, invariance of
solution.
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2. Formulation and treatment of the interpolation problem
in Hilbert space

For the operator F : X → Y set by its values F (xi) in the nodes xi, i = 1,m
we have to �nd the unique operator polynomial Pn ∈ Πn that satis�es the
interpolation conditions

Pn(xi) = F (xi), i = 1,m. (1)
Introduce the following notation: Γ = ‖∑n

p=0(xi, xj)p‖m
i,j=1, 0

0 = 1, (·, ·) is
the scalar product in the X-space, Γ+ is the Moore-Penrose pseudo-inverse
matrix with respect to Γ, and E is identity matrix.

In [1-3], in the event of ful�llment of the necessary and su�cient conditions
for solvability of operator interpolation task, such as

(E − ΓΓ+)
−→
F =

−→
0 ,
−→
F = {F (xi)}m

i=1. (2)
the following unique interpolation polynomial of n-th power with minimal norm
is constructed:

Pn(x) =<
−→
F , Γ+

n∑

p=0

{(x, xi)p}m
i=1 >, (3)

where < −→α ,
−→
β >=

∑m
i=1 αiβi, αi ∈ Y, βi ∈ R1, i.e. Pn(x) is a solution to the

extremum task

‖Pn‖ = min ‖Qn‖ = (<< Γ+−→Pn,
−→
Pn >>)1/2, Qn ∈ ΠI

n,
−→
Pn = (Pn(xi))m

i=1

and ΠI
n is the set of interpolation polynomial of n-th power.

We call an interpolation task invariantly solvable if it has a solution at ar-
bitrary −→F . Then, obviously, the matrix Γ in (2.2) has to be nonsingular. Ac-
cording to [7], an interpolation problem is invariantly solvable in Hilbert space
if the interpolation nodes xi, i = 1,m are di�erent and the condition

m 6 n + 1. (4)
is met.

In practice, we often deal with approximation of many-variable functions.
When such function is represented by a set of its values, one of approxima-
tion methods consists in polynomial interpolation. But there another problem
arises: the conditions for existence and uniqueness of the interpolant are to be
established.

In the tasks of object's identi�cation based on its responses to input signals,
of particular interest is the case when the information available is not su�cient:
for example, the number of conditions is less than dimension of the space of
polynomials used for seeking the solution in Euclidean space. This problem
will be called underdetermined.

This work focuses on treatment of the interpolation problem as applied to
many-variable functions in the case of under-determinacy, and on analysis of
conditions for invariant resolution and uniqueness of the �nal result.
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3. Solution of the interpolation problem in Euclidean spaces
To begin with, apply the above results of treatment of the interpolation

problem to the case of Euclidean space E2. Consider the interpolation of the
function f : E2 → R1 set by its values in nodes γi = (xi, yi), i = 1,m. Let us
represent the solution in the form of interpolant with minimum norm:

Pn(x, y) =<
−→
f , Γ+

n∑

p=0

{(xix + yiy)p}m
i=1 >, (5)

where −→f = {f(γi)}m
i=1, Γ = ‖∑n

p=0(xixj + yiyj)p‖m
i,j=1. If inequality (2.4)

holds and all nodes γi are di�erent then Γ+ = Γ−1 (see [7]). In this work for
the Euclidean space we obtain a stronger result for invertibility of the matrix
Γ as compared to (2.4).

First we construct the solution to this problem based on the general in-
terpolation theory of multivariable functions [8]. The required interpolation
polynomial Pn(x, y) will be written as

Pn(x, y) = a00 + a10x + a01y + a20x
2 + a11xy + a02y

2 + · · ·+
+ an0x

n + an−1,1x
n−1y + · · ·+ a0nyn,

(6)

and aik ∈ R1, i, k = 0, n are unknown coe�cients. Denote by p = (n + 1)(n +
2)/2 the dimension of space of n-th power polynomials de�ned in E2. To get
the unique solution to the interpolation problem, we have to �nd the nodes
γi ∈ E2, i = 1, p such that the determinant of the system of linear algebraic
equations for aik

Pn(γi) = f(γi), i = 1, p (7)
is always nonzero.

As shown in [9], it happens if for interpolation nodes we take the following
system of points:

(x0, y0), (x1, y0), . . . , (xn−1, y0), (xn, y0),

(x0, y1), (x1, y1), . . . , (xn−1, y1)

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (8)
(x0, yn−1), (x1, yn−1),

(x0, yn),
xi 6= xj , yi 6= yj as i 6= j.

Such selection of nodes gives us single-valued aik, and the interpolation poly-
nomial (3.2) is feasible and unique.

Now apply the system of nodes (3.4) to set up the interpolant (3.1). Since
the solution to the problem in this case is unique, interpolation polynomials in
(3.2) and in minimum norm (3.1) are coincident. Consider next the entries of
the matrix Γ

10
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n∑

p=0

(γi, γj)p =
n∑

p=0

(xixj + yiyj)
p =

= 1 + xixj + yiyj + (xixj)2 + 2xixjyiyj + (yiyj)
2+

+ · · ·+ (xixj)n + n(xixj)n−1yiyj + · · ·+ nxixj(yiyj)
n−1 + (yiyj)

n,

where (xi, yj) are the points of set (3.4). Introduce a set of vectors si de�ned
as follows:

si = (1, xi, yi, x
2
i ,
√

2xiyi, y
2
i ), . . . , x

n
i ,
√

nxn−1
i yi, . . . ,

√
nxiy

n−1
i , yn

i ),

i = 1, p
(9)

and, in conformity to [9], are linearly independent. Then the matrix Γ takes
the form of Gram's matrix

Γ =




(s1, s1) . . . (s1, sp)
. . . . . . . . .

(sp, s1) . . . (sp, sp)


 (10)

which is nonsingular. Since any subsystem of vectors (3.5) is also linearly inde-
pendent and the matrix Γ is invertible, our interpolation task will be invariantly
solvable and have a single solution in the form of an interpolating polynomial
with minimum norm (3.1), where Γ+ = Γ−1. Based on the above, the following
theorem may be suggested.
Theorem 1. Let the function f : E2 → R1 be set by its values f(γi), i = 1,m.
If the interpolation nodes γi, i = 1,m are so selected that the subsystem of
vectors from (3.5) is linearly independent (representing, for example,a subset
of points (3.4)), then an interpolation problem with two-dimensional function
is invariantly solvable and has a single solution with minimum norm under the
condition m ≤ p, where p is the dimension of space of polynomials in n-th power
de�ned in E2.

Thus, with Theorem 3.1 taking into account, for the function f : E2 → R1

we obtained better results compared to inequality (2.4) (see [7]).
Example.Consider the derivation of an interpolational polynomial with min-

imum norm (3.1) of the second power P2(x, y). The interpolation nodes are
selected from the set of points (3.4), so that

γ1 = (0, 0), γ2 = (1, 0), γ3 = (−1, 0),

γ4 = (0, 1), γ5 = (1, 1),

γ6 = (0,−1)

Based on formula (3.5), the vectors si will be written as
s1 = (1, 0, 0, 0, 0, 0), s2 = (1, 1, 0, 1, 0, 0), s3 = (1,−1, 0, 1, 0, 0),

s4 = (1, 0, 1, 0, 0, 1), s5 = (1, 1, 1, 1,
√

2, 1), s6 = (1, 0,−1, 0, 0, 1)
(11)

Since the vectors si, i = 1,m are linearly independent, the matrix Γ de�ned
by formula (3.6) is invertible. So we come to the conclusion that in order to

11
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construct the interpolant (3.1) we may select any subsystem of vectors (3.7),
meaning that the interpolation problem is invariantly solvable and has a unique
solution in the event when m ≤ 6 (m is the number of nodes from set (3.4)).
Compared to inequality (2.4), where m ≤ 3, we obtain a better result.

As noted above, in practice we may encounter problems where the number
of interpolation nodes and the function values in these nodes are less than p.
In this case the interpolation task treated in classical manner [8] has nonunique
solution.

If for solving this problem (at m ≤ p) we use an interpolant with minimum
norm from [1-3] and take the subsystem of vectors si from (3.5) for construction
of the matrix Γ, then the solution will be invariant and unique. For our example
we take m = 4 and the subsystem s1, s2, s3, s4 from (3.7). In this case the
matrix Γ is invertible, the interpolation polynomial P2(γ) will be written as

P2(γ) = P2(x, y) =<
−→
f ,Γ−1

2∑

p=0

{(xix + yiy)p}4
i=1 >=

4∑

i=1

li(γ)f(γi)

that satis�es the conditions P2(γi) = f(γi), where li(γ) = li(x, y) are Lagrange
fundamental polynomials of the second power, li(γj) = δij , δij is the Kronecker
symbol, i, j = 1, 4, l1(x, y) = 1 − x2 − 1/2y − 1/2y2, l2(x, y) = 1/2x + 1/2x2,
l3(x, y) = −1/2x + 1/2x2, l4(x, y) = 1/2y + 1/2y2.

Now let us perform comparative analysis of the structure with two inter-
polants: that corresponding to the classical approach [8], and that suggested
here for m = p. We choose the system of nodes from the set of points (3.4).
In constructing the polynomial (3.2), the problem transforms into search for
solutions of linear algebraic equations (3.3) with inverse matrix of general
form. In the �rst case for the solution we use the Gauss method requiring
Q(m) = 2

3m3 +O(m2) arithmetical operations. In the other case for construct-
ing the polynomial (3.1) we have to de�ne the vector

Γ−1
n∑

p=0

{(xix + yiy)p}m
i=1 = z

which is equivalent to solving the system

Γz =
n∑

p=0

{(xix + yiy)p}m
i=1 = l(x, y) (12)

where l(x, y) is the two-variable polynomial of n-th power. The solution to
system (3.8) with its symmetric nonsingular matrix Γ will be sought by the
square-root method demanding Q(m) = 1

3m3 + O(m2) arithmetic operations -
with the constant at m3 twice less than by the Gauss method.

Thus, when comparing the two methods for constructing the interpolation
polynomial for the function f : E2 → R1 we may conclude that when m = p
(m is the number of nodes, and p - dimension of the space of second-power
polynomials in E2) and the interpolation nodes selected correspond to system
(3.4), then interpolants (3.1) and (3.2) are coincident, but the polynomial with

12
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minimum norm is preferable due to less number of arithmetic operations, so
that its formula is easier for applications.

If m < p then for construction (3.2) under conditions (3.3) with nodes (3.4)
the classic approach [8] does not ensure uniqueness of solution. On the other
hand, polynomial interpolation (3.1) is invariant and unique. In fact, we have
obtained a consistent formula making it possible to construct the interpolant
of rather simple con�guration.

The above results can be extended to the function of many variables f :
Ek → R1, where Ek is k-dimensional Euclidean space. Let the solution of
interpolation problem be sought in the space Πkn where Πkn is the space of k-
variable polynomials of n-th power. Then, as noted in [8], we always can (�nd
a system of nodes (xi1 , xi2 , . . . , xik) ∈ Ek such that the task of interpolation of
multivariable function will have a single solution while the system of vectors si

can be written as

si =
{(

j!
j1!j2! · · · jk!

)1/2

xj1
i1

xj2
i2
· · ·xjk

ik
, j1 + j2 + · · ·+

+ jk = j, 0! = 1
}n

j=0
, i = 1, p

(13)

where p = (n+ k)!/n!k!. Then we may speak of generalization of Theorem 3.1.

Theorem 2. Let the function f : Ek → R1 be given its values f(γi), i = 1,m.
If the interpolation nodes γi choose so that the relevant subsystem from vectors
(3.9) are linearly independent then in the space Πkn interpolation problem of
k-variables function with the condition Pn(γi) = f(γi), i = 1,m, Pn ∈ Πkn is
invariantly solvable and its has a unique solution with minimum norm under
the condition m ≤ p, where p - the dimension of the space Πkn.
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CONTINUOUS PROBLEMS OF OPTIMAL
MULTIPLEX-PARTITIONING OF SETS WITHOUT

CONSTRAINTS AND SOLVING METHODS

L. S.KORIASHKINA, A.P.CHEREVATENKO

Ðåçþìå. Ðîçãëÿäà¹òüñÿ íåïåðåðâíà ëiíiéíà çàäà÷à îïòèìàëüíîãî ìóëüòè-
ïëåêñíîãî ðîçáèòòÿ ìíîæèí ó äâîõ âàðiàíòàõ: ç ôiêñîâàíèìè öåíòðàìè i ç
¨õ ðîçìiùåííÿì. Îïèñàíî ìåòîäè ðîçâ'ÿçàííÿ òàêèõ çàäà÷ ðîçáèòòÿ. Äëÿ
çàäà÷i ç ôiêñîâàíèìè öåíòðàìè îïòèìàëüíèé ðîçâ'ÿçîê çíàéäåíî àíàëi-
òè÷íî ó âèãëÿäi õàðàêòåðèñòè÷íèõ âåêòîð-ôóíêöié ïiäìíîæèí âèùèõ ïî-
ðÿäêiâ, ùî ñêëàäàþòü îïòèìàëüíå ìóëüòèïëåêñíå ðîçáèòòÿ çàäàíî¨ ìíî-
æèíè. Äîñëiäæåíî äåÿêi âëàñòèâîñòi îïòèìàëüíèõ ìóëüòèïëåêñíèõ ðîç-
áèòòiâ. Ðîçâ'ÿçàííÿ çàäà÷i îïòèìàëüíîãî ìóëüòèïëåêñíîãî ðîçáèòòÿ ìíî-
æèíè ç ðîçìiùåííÿì öåíòðiâ çâîäèòüñÿ äî ðîçâ'ÿçóâàííÿ ñêií÷åííîâèìið-
íî¨ çàäà÷i ìiíiìiçàöi¨ íåãëàäêî¨ ôóíêöi¨. Íàâåäåíî ðåçóëüòàòè ðîçâ'ÿçàííÿ
òåñòîâèõ çàäà÷. Ïðîäåìîíñòðîâàíà ìîæëèâiñòü ïîáóäîâè äiàãðàì Âîðîíî-
ãî âèùèõ ïîðÿäêiâ ó ðåçóëüòàòi ôîðìóëþâàííÿ òà ðîçâ'ÿçàííÿ íåïåðåðâ-
íèõ çàäà÷ ìóëüòèïëåêñíîãî ðîçáèòòÿ ìíîæèí ç ïåâíèìè êðèòåðiÿìè ÿêîñòi
ðîçáèòòÿ.
Abstract. We consider the continuous linear problem of optimal multiplex-
partitioning of sets in two versions: with given coordinates of service centers or
with their placing in a given region. The methods of solving such partitioning
problems are described. For the problem with �xed centers the optimal so-
lution was found analytically in the form of characteristic vector-functions of
subsets of higher-order, which compose the optimal multiplex-partitioning of
a given set. Some properties of optimal multiplex-partitions are investigated.
The solution of the problem of optimal multiplex-partitioning of set with
placing centers is reduced to the �nite-dimensional problem of non-smooth
function minimization. The results of the test problems are presented. We
demonstrate the possibility of construction of higher order Voronoi diagrams
via formulating and solving continuous problems of multiplex-partitioning of
sets with some criterion of partitioning quality.

1. Introduction
The problems of optimal organization of service or manufacturing networks,

including "Optimal set partitioning (OSP) problem", "Facility location prob-
lem", "Continuous Location-Allocation Problem", are actively studied over the
past 50 years [1�15]. The main problem that can be solved using OSP models
and methods is the arrangement of given region into several subregions served
by only one service center. The criterion for choosing the optimal partition

Key words. sets partitioning of the k-th order, optimal multiplex-partitioning of set,
Voronoi diagrams of higher orders, continuous problems of optimal sets partitioning, non-
di�erentiable optimization.
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may be the minimization of costs of service provision or obtainment. The ma-
jority of models of partitioning problems are discrete. In [3] it is shown that
the discrete models and problems of partitioning - placement on a plane are
NP-complete problems. The discrete problems of optimal sets partitioning and
their solving methods are studied, in particular, in [3, 11].

The problems, in which the partitioned set is continuous, in scienti�c liter-
ature are called continuous problems of sets partitioning. Such problems are
explored in [1, 2, 4�10]. Di�erent formulations of continuous problems of op-
timal sets partitioning are presented in [14, 15]. There is described an uni�ed
approach, which underlies the methods and algorithms for solving such prob-
lems.

We present the mathematical formulations of problems of optimal partition-
ing of a given region into subregions, each of which covers customers that have
the same k nearest service centers among N existing (or possible) centers. It
is assumed that customers from each subregion can be served by any of the
closest k centers.

The �rst mathematical models of continuous problems of optimal multiplex-
partitioning of sets were presented in [16]. There was also substantiated the
choice of name for a new class of partitioning problems. It was indicated that
the order of partition can be pointed in the name of new partitioning prob-
lems. Similarly with computational geometry during the construction of a set
of points that have the same set of k nearest centers among N existing (possi-
ble) ones the Voronoi cell of k-th order is obtained. The set of all such possible
cells associated with N generator points (centers) is called Voronoi diagram of
k-th order [17].

The name of a new class of problems takes into consideration the fact that
the partitioning of customers (consumers) is carried out so that each subset is
served by two, three or more service centers. There is an english term "duplex"
(triplex¿) that in Russian (Ukrainian) translation means "which is designed for
two (three) families", "multiplex" is a complex, compound. Thus, the name
"problems of optimal multiplex -partitioning of sets" is total for all new OSP
problems. Among them the problems of optimal duplex-partitioning of sets
(continuous problems of optimal partitioning of sets of the second order), the
problems of optimal triplex-partitioning of sets (continuous problems of optimal
partitioning of sets of the third order) may be separated. For more detailed
speci�cation of multiplex-partitioning problems the words "continuous linear"
can be added in its name considering accepted terminology of the theory of
OSP problems [14, 15], where the �rst word means that the partitioned set is
continuous, the second one indicates the property of functional and restrictions
of the problem.

The di�erence between "multiplex-partitioning" and "multiple partitioning"
is also denoted in [16]. In the �rst case the partitioning is associated with
N homogeneous points called centers and the set is divided into subsets of
points, which have the same set of k nearest neighbors among N centers. In
the second case a regular partitioning of a given set is carried out for sev-
eral times. It happens, for example, while solving multistep (multistage) OSP
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problems, where service centers have di�erent categories and customers must
be partitioned for each category separately [18]. We also deal with multiple
partitioning while solving multiproduct OSP problems, when each service cen-
ter can provide multiple services (produce several items) and the partitioning
of clients is performed for each service (product) separately [14, 15].

The methods of solvig continuous linear problems of optimal multiplex-
partitioning of sets are based on the following general idea (similar to presented
in [14,15]): initial problems of optimal partitioning of sets are mathematically
formulated as in�nite-dimensional optimization problems and reduced to aux-
iliary �nite-dimensional nonsmooth maximization problems or to nonsmooth
maximin problems using the Lagrange functional and after that modern e�-
cient methods of nondi�erentiable optimization [19] are used to get their numer-
ical solution. The feature of this approach for linear OSP problems is that the
solution of initial in�nite-dimensional optimization problems can be obtained
analytically in explicit form and, at the same time, the obtained analytical
expression can include parameters presented as optimal solutions to the above-
mentioned auxiliary �nite-dimensional optimization problems with nonsmooth
objective functions.

The purpose of the article is to describe solvig methods of optimization
problems of partitioning of a given region into subregions that cover customers
with the same k nearest service centers among N existing (or possible) centers.

The articles [20,21] describe a uni�ed approach to the construction of Voronoi
diagrams that is based on the formulation of continuous problems of opti-
mal partitioning of sets from an n-dimensional Euclidean space into subsets.
The development of the theory of continious problems of optimal multiplex-
partitioning of sets gives an opportunity to construct the Voronoi diagrams of
higher orders and their di�erent generalizations. We will demonstrate it below.

2. The mathematical formulations of continuous
linear problems of optimal multiplex-partitioning

of sets without constraints
Let Ω be a bounded Lebesgue measurable closed set in the space En; τi =

(τ (1)
i , ..., τ

(n)
i ) from Ω, for all i = 1, N , are some points, called "centers" (they

can be �xed or subjected to determination).
We introduce the following notations: N = {1, 2, ..., N} is a set of all centers

indeñes; M (N, k) is a set of all k-elements subsets of the set N, |M (N, k)| =
Ck

N = L; σl = {jl
1, j

l
2, ..., j

l
k}, l = 1, L are elements of the set M(N, k). We

associate each element σl from the set M(N, k) with some subset Ωσl
of points

from Ω, l = 1, L. In its turn, subset Ωσl
is associated with a set of centers

{τjl
1
, τjl

2
, ..., τjl

k
}.

The collection of Lebesgue measurable subsets Ωσ1 , Ωσ2 , ...,ΩσL from Ω ⊂ En

(among which can be empty) will be called as a partition of the k-th order of
the set Ω into disjoint subsets Ωσ1 ,Ωσ2 , ...,ΩσL , if

L⋃

i=1

Ωσi = Ω,
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mes(Ωσi ∩ Ωσj ) = 0, σi, σj ∈ M(N,k), i 6= j, i, j = 1, L,

where mes(·) means Lebesgue measure.
The subsets Ωσ1 ,Ωσ2 , ...,ΩσL of the set Ω we call as subsets of the k-th order

of this set. Suppose ΣN,k
Ω is a class of all possible partitions of the k-th

order of the set Ω into disjoint subsets Ωσ1 , Ωσ2 , ...,ΩσL :

ΣN,k
Ω =

{
ω = {Ωσ1 , ...,ΩσL} :

L⋃

i=1

Ωσi = Ω;

mes(Ωσi ∩ Ωσj ) = 0, σi, σj ∈ M(N,k), i 6= j, i, j = 1, L
}

.

Problem A1-k: Find
F

(
{Ωσ1 , ...,ΩσL}

)
→ min

{Ωσ1 ,...,ΩσL
}∈ΣN,k

Ω

,

F
(
{Ωσ1 , ...,ΩσL}

)
=

L∑

l=1

∫

Ωσl

∑

i∈σl

(c(x, τi)/wi + ai)ρ(x)dx

where x = (x(1), ..., x(n)) ∈ Ω; τN = (τ1, ..., τi, ..., τN ) ∈ ΩN , coordinates
τ

(1)
i , ..., τ

(n)
i of a center τi, i = 1, N , are �xed; functions c(x, τi) are bounded

de�ned on Ω × Ω measurable at x for any �xed τi = (τ (1)
i , ..., τ

(n)
i ) from Ω

for all i = 1, N ; ρ(x) is bounded measurable function integral on the set Ω ;
wi > 0, ai ≥ 0, i = 1, N , are given numbers.

The partition of the k-th order ω∗ = {Ω∗σ1
, ..., Ω∗σL

} of Ω ⊂ En that a�ords
minimum to the functional F , is called optimal solution of the problem
A1-k.

If the centers τi, i = 1, N in the problem A1-k are not �xed in advance and
there are some centers to be placed in a given set Ω ⊂ En along with �nding its
partition of the k-th order ω∗ = {Ω∗σ1

, Ω∗σ2
, ...,Ω∗σL

}, then we will have a new
problem of optimal multiplex-partitioning of sets.
Problem A2-k: Find

min
{Ωσ1 ,...,ΩσL

}∈ΣN,k
Ω , {τ1,...,τN}∈ΩN

F
(
{Ωσ1 , ...,ΩσL}, {τ1, ..., τN}

)
,

where
F (ω, τN ) = F

(
{Ωσ1 , ...,ΩσL}, {τ1, ..., τN}

)
=

=
L∑

l=1

∫

Ωσl

∑

i∈σl

(c(x, τi)/wi + ai)ρ(x)dx,
(1)

all functions and parameters are the same as in the problem A1-k; coordinates
τ

(1)
i , ..., τ

(n)
i of the centers τi, i = 1, N , are unknown in advance.

An allowable pair (ω∗, τN∗ ) =
(
{Ω∗σ1

, Ω∗σ2
, ...,Ω∗σL

}, {τ∗1 , τ∗2 , ..., τ∗N}
)
that af-

fords minimum to the functional 1 is called optimal solution of the problem
A2-k.
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3. The solving method of the problems of optimal
multiplex-partitioning of sets with fixed centers

By analogy with solving method of continuous linear OSP problems [14]
�rst we write the initial problem A1-k as a problem of in�nite-dimensional
mathematical programming with Boolean variables.

Let ω = {Ωσ1 , ...,Ωσl
, ...,ΩσL} is some partition of the k-th order of the

set Ω. For each point x ∈ Ωσl
, l = 1, L, we introduce LN -dimensional vector

λl(x) = (λl
1(x), ..., λl

N (x)), which coordinates are determined as follows:

λl
i(x) =

{
1, x ∈ Ωσl

& i ∈ σl,

0, in the other cases
i = 1, N, l = 1, L, (2)

where σl ∈ M(N, k), σl = {jl
1, j

l
2, ..., j

l
N} is the set of centers τjl

1
, τjl

2
, ..., τjl

k

indeñes associated with a subset Ωσl
. Using these functions we introduce char-

acteristic functions of the subsets Ωσl
, l = 1, L, forming the partition of the

k-th order of the set Ω:

χl(x) =

{
1, x ∈ Ωσl

,

0, x ∈ Ω \ Ωσl
,

⇔ χl(x) =
N∏

i=l, i∈σl

λl
i(x), l = 1, L,

Therefore, the vector-function λl(x) = (λl
1(x), ..., λl

N (x)) de�ned on the set
Ω with coordinates matched to 2 will be called as characteristic vector-function
of the subset Ωσl

included into the partition of the k-th order of Ω (by analogy
with the way as characteristic vector for a subset of a �nite set in discrete
mathematics is given).

Let us rewrite the problem A1-k in terms of characteristic functions of sub-
sets that form the partition of the k-th order of the set Ω.
Problem B1-k. Find min

λ(·)∈Γk
0

I(λ(·)),

I(λ(·)) =
∫

Ω

L∑

l=1

( N∑

i=1

(c(x, τi)/wi + ai)λl
i(x)

)
ρ(x)dx

Γk
0 =

{
λ(x) = (λ1(x), ..., λl(x), ..., λL(x)) :

λl(x) = (λl
1(x), ..., λl

N (x)); λl
i(x) = 0 ∨ 1,

i = 1, N,
N∑

i=1

λl
i(x) = k, l = 1, L a. e. for x ∈ Ω

}
;

τN = (τ1, ..., τN ) ∈ Ω× ...× Ω︸ ︷︷ ︸
N

= ΩN is given vector.

Along with the problem B1-k we will consider the corresponding problem
with variable values λl

i(·), i = 1, N, l = 1, L, from segment [0; 1].

19



L. S.KORIASHKINA, A.P.CHEREVATENKO

Problem C1-k. Find min
λ(·)∈Γk

1

I(λ(·)),

I(λ(·)) =
∫

Ω

L∑

l=1

( N∑

i=1

(c(x, τi)/wi + ai)λl
i(x)

)
ρ(x)dx

where

Γk
1 =

{
λ(x) = (λ1(x), ..., λl(x), ..., λL(x)) :

λl(x) = (λl
1(x), ..., λl

N (x)); 0 ≤ λl
i(x) ≤ 1,

i = 1, N,
N∑

i=1

λl
i(x) = k, l = 1, L a. e. for x ∈ Ω

}
;

τN = (τ1, ..., τN ) ∈ ΩN is given vector.
Obviously, Γk

0 ⊂ Γk
1. It is easy to show that the set Γk

1 is bounded closed
convex set from the Hilbert space LLN

2 (Ω) with the norm

‖λ(·)‖ =
(∫

Ω

L∑

l=1

N∑

n=1

[λl
i(x)]

2
)1/2

.

The space LLN
2 (Ω) is re�exive. Fig. 1 depicts elements of the set Γ2

1 corre-
sponding to one of the points x ∈ Ω.

Fig. 1. The element of the set Γ2
1 corresponding to each point x ∈ Ω

The functional I(λ(·)) is linear continuous about λ(·) on Γk
1 at any �xed

τN ∈ ΩN .
The following statements are true.
Statement 3.1. At any �xed τN ∈ ΩN bounded closed convex set Γk

1 from
the Hilbert space LLN

2 (Ω) is slightly compact and contains at least one extreme
point.
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Statement 3.2. There is at least one extreme point among the set Γk
1 of

points, in which linear on λ(·) functional I(λ(·)) reaches its minimum about
λ(·) on the set Γk

1 at any �xed τN ∈ ΩN .
Statement 3.3. The extreme points of the set Γk

1 are characteristic functions
of the subsets of the k-th order Ωσ1 , ...,ΩσL that form a partition of the k-th
order of the set Ω at any �xed τN ∈ ΩN .

The convex (linear) continuous functional I(λ(·)) reaches its lower bound on a
closed bounded convex set Γk

1 from the Hilbert space LLN
2 (Ω) by the generalized

Weierstrass theorem. Consequently, the problem C1-k has a solution.
Thus, there is at least one extreme point of Γk

1 among the set of optimal
solutions of the problem C1-k, and extreme points of Γk

1 are characteristic
functions of subsets of the k-th order Ωσ1 , ..., ΩσL forming a partition of k-th
order of the set Ω. A set of optimal solutions of the problem C1-k contains
optimal solution of the problem B1-k. That is the solution of the last one
reduces to the solution of the problem C1-k.

For the problem C1-k we form the Lagrange functional that includes restric-
tions

N∑
i=1

λl
i(x) = k, l = 1, L:

W (λ(·), ψ0(·)) =

=
∫

Ω

L∑

l=1

[ N∑

i=1

[c(x, τi)/wi + ai]ρ(x)λl
i(x) + ψl

0(x)
( N∑

i=1

λl
i(x)− k

)]
dx =

=
∫

Ω

L∑

l=1

{ N∑

i=1

[(c(x, τi)/wi + ai)ρ(x) + ψl
0(x)]λl

i(x)− kψl
0(x)

}
dx.

The functional W (λ(·), ψ0(·)) is determined on the Cartesian product Λ×Φ,
where

Λ = {λ(·) ∈ LLN
2 (Ω) : 0 ≤ λl

i(x) ≤ 1, ∀x ∈ Ω, i = 1, N, l = 1, L};

Φ = {(ψ1
0(·), ψ2

0(·), ..., ψL
0 (·)) : ψl

0(·) ∈ L2(Ω), l = 1, L}.
The pair (λ̂(·), ψ̂0(·)) is called Lagrange functional W (λ(·), ψ0(·)) saddle

point on set Λ× Φ, if ∀λ(·) ∈ Λ, ∀ψ0(·) ∈ Φ the following inequality holds

W (λ̂(·), ψ0(·)) ≤ W (λ̂(·), ψ̂0(·)) ≤ W (λ(·), ψ̂0(·)).
For each x ∈ Ω we introduce a function about (LN + L) variables:

Q(λ(x), ψ0(x)) =
L∑

l=1

{ N∑

i=1

[(c(x, τi)/wi + ai)ρ(x) + ψl
0(x)]λl

i(x)− kψl
0(x)

}
,

determined on the Cartesian product of sections Λx × Φx of the sets Λ and Φ
at x ∈ Ω.

It is easy to prove, that in order to the admissible pair
(
λ̂(·), ψ̂0(·)

)
∈ Λ×Φ

would be a saddle point of Lagrange functional W (λ(·), ψ0(·)), it is necessary
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and su�cient for the following equality to be hold: a. e. for x ∈ Ω

Q(λ̂(x), ψ̂0(x)) = max
ψ0(x)∈Φx

min
λ(x)∈Λx

Q(λ(x), ψ0(x)).

That means, that for each �xed x ∈ Ω the pair (λ̂(x), ψ̂0(x)) must form the
saddle point of function Q(λ(x), ψ0(x)) on the set Λx × Φx.

Let x is arbitrary �xed point of set Ω. Because of the separability of function
Q(λ(x), ψ0(x)) about its parameters the following equality holds:

max
ψ0(x)∈Φx

min
λ(x)∈Λx

Q(λ(x), ψ0(x)) =

= max
ψ0(x)∈Φx

min
λ(x)∈Λx

L∑

l=1

{ N∑

i=1

[(c(x, τi)/wi + ai)ρ(x) + ψl
0(x)]λl

i(x)− kψl
0(x)

}
=

=
L∑

l=1

max
ψ0(x)∈Φx

{ N∑

i=1

min
0≤λl

i(x)≤1
[(c(x, τi)/wi + ai)ρ(x) + ψl

0(x)]λl
i(x)− kψl

0(x)
}

.

The point (λ̂(x), ψ̂0(x)) will be a saddle point for function Q(λ(x), ψ0(x))
on the set Λx × Φx then and only then, when the following conditions are
performed:

1) Q(λ̂(x), ψ̂0(x)) = min
λ(x)∈Λx

Q(λ(x), ψ̂0(x));

2) ∂Q(λ̂(x),ψ̂0(x))

∂ψl
0

= 0 ⇔
N∑

i=1
λ̂l

i(x)− k = 0 ∀l = 1, L.
The function Q(λ(x), ψ0(x)) gets a minimum value at arbitrary �xed vector

ψ0(x) in all admissible vectors λ(x) ∈ Λx,

Λx = {λ = (λ1
1, ..., λ

1
N , ..., λL

1 , ..., λL
N ) : 0 ≤ λl

i ≤ 1, i = 1, N, l = 1, L},

in the point λ̂(x), which components are calculated by the formula: for each
i = 1, N, l = 1, L

λ̂l
i(x) =





1, if (c(x, τi)/wi + ai)ρ(x) + ψl
0(x) < 0,

0, if (c(x, τi)/wi + ai)ρ(x) + ψl
0(x) > 0,

α ∈ [0; 1], if (c(x, τi)/wi + ai)ρ(x) + ψl
0(x) = 0.

(3)

Taking into account the fact that among all solutions of the problem C1-k
we are interested only in those that are extreme points of the feasible set of
problem's solutions, then because of an arbitrary choice of value α ∈ [0; 1] for
equalities we can assume that a particular case of 3 is the following formula:
for each i = 1, N, l = 1, L

λ̂l
i(x) =





1, if (c(x, τi)/wi + ai)ρ(x) + ψl
0(x) < 0,

0, if (c(x, τi)/wi + ai)ρ(x) + ψl
0(x) > 0,

0 ∨ 1, if (c(x, τi)/wi + ai)ρ(x) + ψl
0(x) = 0.

(4)
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At ψ0(x) = ψ̂0(x) coincidently with constraints 3, including 4, the following
equalities are performed:

N∑

i=1

λ̂l
i(x)− k = 0 ∀l = 1, L. (5)

It follows from 5 that for each �xed l = 1, L among components of the vector
λ̂l(x) = (λ̂l

1(x), ..., λ̂l
N (x)) in 4 exactly k components must be equal to 1. Let

σl = {jl
1, j

l
2, ..., j

l
k} is the index set, for which the following inequalities hold:

(c(x, τjl
m

)/wjl
m

+ ajl
m

)ρ(x) + ψ̂l
0(x) ≤ 0, jl

m ∈ σl,m = 1, k;

(c(x, τi)/wi + ai)ρ(x) + ψ̂l
0(x) ≥ 0, i ∈ N \ σl. (6)

Then 4 can be written in the next form:

λ̂l
i(x) =

{
1, if i ∈ σl,

0, if i ∈ N \ σl.
(7)

And thus, because of the arbitrary choice of point x ∈ Ω and number l = 1, L
the formula 7 determines the value of the characteristic vector-function of the
subset Ωσl

of the k-th order in the point x ∈ Ω associated with a set of centers
{τjl

1
, τjl

2
, ..., τjl

k
}. That means that the formula 6 and 7 indicate the conditions

of appurtenance of points x to the subset of the k-th order Ωσl
, l = 1, L.

We consider the system of inequalities :




(c(x, τjl
1
)/wjl

1
+ ajl

1
)ρ(x) + ψ̂l

0(x) ≤ 0,

(c(x, τjl
2
)/wjl

2
+ ajl

2
)ρ(x) + ψ̂l

0(x) ≤ 0,

...

(c(x, τjl
k
)/wjl

k
+ ajl

k
)ρ(x) + ψ̂l

0(x) ≤ 0,

−(c(x, τi)/wi + ai)ρ(x)− ψ̂l
0(x) ≤ 0, i ∈ N \ σl.

(8)

The system 8 is solvable, since the problem C1-k (as well as B1-k) has a
solution. Summing in 8 each of the �rst k inequalities with each i-th inequality
from the group N \σl we obtain the following expressions: for each l = 1, L and
j ∈ σl

(c(x, τj)/wj + aj)ρ(x) ≤ (c(x, τi)/wi + ai)ρ(x), ∀i ∈ N \ σl.

Under the assumption that ρ(x) ≥ 0 almost everywhere for x ∈ Ω we can
write the formula for calculation of the characteristic functions of subsets of
the k-th order Ω∗σl

, l = 1, L that form an optimal multiplex-partitioning of Ω
as follows:
for each l = 1, L the point x belongs to Ω∗σl

, if the following inequalities hold

c(x, τj)/wj + aj ≤ c(x, τi)/wi + ai, ∀j ∈ σl and ∀i ∈ N \ σl.

Thus, the following theorem is true.
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Theorem 1. In order a possible partition of the k-th order

ω∗ = {Ω∗σ1
, ...,Ω∗σL

} ∈ ΣN,k
Ω

of the set Ω is optimal for problem A1-k, it is necessary to ful�ll an inequalities
a.e. for x ∈ Ω∗σl

c(x, τj)/wj + aj ≤ c(x, τi)/wi + ai, ∀j ∈ σl and ∀i ∈ N \ σl, l = 1, L. (9)

Corollary 1. Let in the problem A1-k function ρ(x) ≥ 0 a.e. for x ∈ Ω,
ω∗ = {Ω∗σ1

, ...,Ω∗σL
} ∈ ΣN,k

Ω is optimal partition, points x ∈ Ω belong to the
boundary between the non-empty subsets of the k-th order Ω∗σm

and Ω∗σl
, (m 6=

l;m, l = 1, L). Then there is a subset of indices ζ = {j1, ..., jr}, 1 ≤ r < k such
that (ζ ⊂ σl)&(ζ ⊂ σm) and for each j ∈ σl \ ζ and i ∈ σm \ ζ the equality sign
in 9 is achieved, i.e.:

c(x, τj)/wj + aj = c(x, τi)/wi + ai, ∀j ∈ σl \ ζ and ∀i ∈ σm \ ζ. (10)

Proof. Let x ∈ Ω is arbitrary �xed point, which belongs to the boundary
between the non-empty subsets of the k-th order Ω∗σm

and Ω∗σl
, (m 6= l; m, l =

1, L). Because of x ∈ Ω∗σm
the following inequalities system has a solution:

c(x, τj)/wj + aj ≤ c(x, τi)/wi + ai, ∀j ∈ σm and ∀i ∈ N \ σm,

and by the fact that x ∈ Ω∗σm
the following inequalities are true:

c(x, τj)/wj + aj ≤ c(x, τi)/wi + ai, ∀j ∈ σl and ∀i ∈ N \ σl.

It follows that
c(x, τj)/wj + aj ≤ c(x, τi)/wi + ai, ∀j ∈ σm ∩ σl, ∀i ∈ N \ σm;

c(x, τj)/wj + aj ≤ c(x, τi)/wi + ai, ∀j ∈ σm ∩ σl, ∀i ∈ N \ σl.

Let ζ = σm ∩σl, ζ = {j1, ..., jr}, 1 ≤ r < k. Then ∀p ∈ σl \ ζ c(x, τp)/wp +
ap ≤ c(x, τi)/wi + ai ∀i ∈ N \ σl.

On the other hand, since p ∈ N \ σm, then ∀i ∈ σm c(x, τp)/wp + ap ≥
c(x, τi)/wi + ai, among them all indexes i ∈ σm \ ζ. And thus, ∀i ∈ σm \ ζ and
∀p ∈ σl \ ζ the following double inequality is true:

c(x, τi)/wi + ai ≤ c(x, τp)/wp + ap ≤ c(x, τi)/wi + ai.

It is possible only when ∀i ∈ σm \ζ and ∀p ∈ σl \ζ and the equality 10 holds,
i.e.:

c(x, τp)/wp + ap = c(x, τi)/wi + ai.

The corollary 1 is proved.

Corollary 2. Let in the problem A1-k function ρ(x) ≥ 0 a.e. for x ∈ Ω,
ω∗ = {Ω∗σ1

, ...,Ω∗σL
} ∈ ΣN,k

Ω is optimal partition, points x ∈ Ω are corner
points of the partition, i.e. x belongs to the boundary between several non-
empty subsets of the k-th order Ω∗σm

, m ∈ {l1, l2, ..., ls}; 1 ≤ lq ≤ L, q =
1, s; s > 2. Then there is a subset of indices ζ = {j1, ..., jr}, 1 ≤ r < k such
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that ζ ⊂ ⋂
q=1,s

σlq and for each i ∈ σlp \ ζ, p = 1, 2, ..., s there are indices jp from

the set σlp \ ζ, ∀q 6= p, q = 1, 2, ..., s, at which equal sign in 9 is achieved, i.e.:
c(x, τjp)/wjp + ajp = c(x, τi)/wi + ai, ∀q 6= p, q = 1, 2, ..., s. (11)

The proof of the Corollary 2 is analogous to the proof of the Corollary 1.

Remark 1. The necessary condition 9 is a su�cient condition of optimality
for the problem A1-k because of I(λ(·)) linearity.

The Figures 2a, 2b are illustrations of the validity of the Corollary 1 and
Theorem 1 in the case of optimal duplex and triplex partitioning of a square
area with seven centers. Hereinafter, in order not to overload the �gures the
subsets of the k-th order are denoted as a set of indices σl = {jl

1, j
l
2, ..., j

l
k} of

appropriate centers.
The implementation of the Corollary 2 for optimal triplex-partitioning of a

square area with the same centers can be traced on the Fig. 2c. Let us describe
this Figure in details. Let the point x ∈ Ω is a corner point of the partition,
which lies on the border between the following subsets: Ω∗{123}, Ω∗{237}, Ω∗{357},
Ω∗{135}. The intersection of all indices sets corresponding to mentioned subsets
of the third order is the set ζ = {3}. The center τ3 is really the closest one to
a �xed point x among all seven predetermined centers. The remaining centers,
which indices make up a set

⋃
q=1,s

σlq \ ζ = {1, 2, 5, 7}, are in the same distance

from the point x (the shortest one without taking into account the distance
between the center τ3 and x).

Fig. 2. Illustration of the equalities 10 (a, b) and 11 (c) for
points of the boundary between subsets

Thus, from the Theorem 1 we see that the optimal solution of B1-k is reached
on the vector-function λ∗(x) = (λ1∗(x), ..., λl∗(x), ..., λL∗ (x)), each component
λl(x) of which is calculated by the formula: a.e. for x ∈ Ω

λl
∗i(x) =





1, if c(x, τi)/wi + ai ≤ c(x, τj)/wj + aj ,

simultaneously with ∀i ∈ σl, j ∈ N \ σl,

0, in other cases l = 1, L, i = 1, N.

(12)
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The functional of the problem B1-k at λ(·) = λ∗(·) is noted as follows:

I(λ∗(·)) =
∫

Ω

min
l=1,L

(∑

i∈σl

(c(x, τi)/wi + ai)
)
ρ(x)dx. (13)

Remark 2. Assume that for a certain point x ∈ Ω there are several sets of
indices, for example, σl = {jl

1, j
l
2, ..., j

l
k} and σq = {jq

1 , j
q
2 , ..., j

q
k}, under which

system of inequalities 9 holds. It is possible only when these several indices sets
have nonempty intersection and on the set of indices σl 4 σq (4 is symmetric
di�erence) an equal sign in the inequality 9 is achieved. Then the solution
of the problem C1-k will consist of not one extreme point, but at least two
ones. It is easy to see that the value of the functional 10 is the same for both
extreme points. Since for the visual interpretation of the solution 12 and for
the method implementation the selection of the certain extreme point (hence, the
set Ω partition) is very important, then the ambiguity can be eliminated using
conventional techniques: from several sets of indices σl4σq, where c(x, τj)/wj+
aj = c(x, τi)/wi + ai is achieved, the smallest index is chosen.

Usually, while formulating the OSP problems as a function c(x, τi) a partic-

ular case of Minkowski power distance c(x, τi) = ‖x− τi‖p = p

√
n∑

j=1
(xj − τ j

i )
p

is selected: at p = 2 � Euclidean, at p = 1 � Manhattan (taxicab geometry), at
p = ∞ � "domination" metrics (Chebyshev metrics).

The partitions of the 1-t, 2-d, 3-d order of the square area Ω ⊂ E2 with
centers τi, i = 1, 2, ..., 8 in case, when the function c(x, τi) in the functional 1 is
Minkovsky distance at p = 8; wi = 1, ai = 0, i = 1, 8, are presented on the Fig.
3. For each subset Ωσl

included in the multiplex partition of Ω (at k = 2, 3)
it is de�ned a pair or a trio of indeces of corresponding centers. It is easy to
notice that in the duplex partition only 14 (Fig. 3b) from L = C2

8 = 28 subsets
Ωσ1 , Ωσ2 , ...,ΩσL , which compose optimal Ω partition of the 2-d order, are non-
empty. In the triplex partition (Fig. 3c) many subsets of the 3-rd order also
were empty. The number of empty subsets included in the multiplex partition
of the set depends not only on centers' location τi, i = 1, N , its number, but
also on the selection of metrics [16].
Remark 3. If in the problem A1-k function c(x, τi) is Euclidean metric, ai =
0, wi = 1, i = 1, N ; ρ (x) = 1 ∀x ∈ Ω, then the optimal solution
determined by vector-function λ(·) = λ∗(·) as 12 turns out Voronoi diagram of
the k-th order known in the computational geometry [17], i.e. such partition of
set Ω into subsets Ω1, ...,ΩL that:

L⋃

i=1

Ωi = Ω; mes(Ωi ∩ Ωj) = 0, ∀i 6= j, i, j = 1, L,

Ωm =
{

x ∈ Ω : ∀j ∈ Tm c(x, τj) < c(x, τi), i ∈ N \ Tm

}
,

where Tm = {im1 , im2 , ..., imk }, m = 1, L, are all possible k-element subsets of the
set N of indeces.
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Fig. 3. The optimal partitions of k-th order of a square with 8
centers: a− k = 1; b− k = 2; c− k = 3

Let us examine this fact to the problem A1-2 (duplex OSP problem without
constraints and with �xed centers) under initial data: c(x, τi) is Euclidean
metric, ai = 0, wi = 1, i = 1, N ; ρ(x) = 1 ∀x ∈ Ω. Under these conditions the
formula 12 can be written as follows:

λl
∗i(x) =

{
1, ifc(x, τi) ≤ c(x, τj), simultaneously with∀i ∈ σl, j ∈ N \ σl,

0, in other cases.
The optimal partition for this problem is shown on the Fig. 4. Suppose

x ∈ Ω is arbitrary �xed point. Let us consider, for example, indexes sets
σq = {7, 8}, σr = {6, 7}, σm = {6, 8}. Then λq(x) = {0, 0, 0, 0, 0, 0, 1, 1},
λr

i (x) = 0, λm
i = 0, ∀i = 1, N , because only for indexes i ∈ σq condition is

performed:
c(x, τi) ≤ c(x, τj), ∀j ∈ {1, 2, ..., 8} \ σq.

Fig. 4. The Voronoi diagram of second order

Suppose now, σs = {3, 7}. On the Fig. 4 we can see, that there is no point
x ∈ Ω, for which at given centers τi, i = 1, 2, ..., 8, ratios would be carried out:

c(x, τ3) ≤ c(x, τj), ∀j ∈ {1, 2, ..., 8} \ σs.

c(x, τ7) ≤ c(x, τj), ∀j ∈ {1, 2, ..., 8} \ σs.

Therefore, the subset of the 2-nd order Ω37 included in the duplex partition
of the set Ω is empty.
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Thus, by solving the problems A1-k of optimal multiplex - partitioning of
sets under di�erent parameter values of the objective functional, we can get a
higher order Voronoi diagrams and their generalizations: additively weighted
(∃ at least one i : ai 6= 0, i = 1, N), multiplicatively weighted (∃ at least one
j : wj 6= 1, obviously ∀j : wj 6= 0, j = 1, N), additively and multiplicatively
weighted (simultaniously ∃ at least one i and at least one j : ai 6= 0, wj 6=
1, i, j = 1, N).

For the problem B2-k, which is equivalent to A2-k but written in terms
of characteristic functions of subsets that constitute the partition of the k-th
order of a given set Ω, the following theorem holds.

Theorem 2. The optimal solution of the problem B2-k has the following form:
for i = 1, N, l = 1, L and almost all x ∈ Ω

λl
∗i(x) =

{
1, if c(x, τ∗i)/w∗i + ai ≤ c(x, τ∗j)/w∗j + aj , i ∈ σl, j ∈ N \ σl,

0, in other cases,

in the capacity of τ∗1, ..., τ∗N the optimal solution of the problem

G(τ) → min
τN∈ΩN

, (14)

is chosen, where

G(τ) =
∫

Ω

min
σl∈M(N,,k)

∑

i∈σl

[c(x, τi)/wi + ai]ρ(x)dx. (15)

Hence, with a help of the Theorem 2 solving the continuous problem of
optimal multiplex-partitioning of sets is reduced to a �nite-dimensional mini-
mization problem 14 solving with non-di�erentiable function 15 by any known
method of non-smooth optimization [19].

In article we present only the results of solving some problems of multiplex-
partitioning of sets with centers placing. Fig. 4, 5, respectively, demonstrate
the results of solving the optimal duplex and triplex partitioning of square
area with centers placing under parameters: c(x, τi) is Euclidean metric, ai =
0, wi = 1, i = 1, N ; ρ(x) = 1 ∀x ∈ Ω. To solve �nite-dimensional problem 14
with non-di�erentiable function 15, the algorithm of pseudo-gradients was used
with space dilatation in the direction of the di�erence between two successive
gradients; this algorithm is close to Shor's r-algorithm [19].

Due to the fact that the Shor's r-algorithm provides a search of non-di�eren-
tiable function local minimum, and the problem 14 is multiextremal, then under
di�erent initial approximations various local solutions of the problem A2-k can
be obtained. For example, in the case of solving this problem for N = 15, k =
2, 3 except of the optimal solutions depicted in the Table 1, can be obtained
the solutions presented in Fig. 5.

The identi�cation of the properties of optimal solutions of the problem A2-k
under certain initial data is the direction of further research.
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Fig. 5. The local solutions of the problem A2-k at N = 15 :
a− k = 2; b, c− k = 3

4. Conclusion
Thus, the solutions of continuous linear problems of optimal multiplex-parti-

tioning of sets without restrictions with �xed centers and with their placing are
obtained. In the latter case, the optimal solution of the multiplex partition-
ing problem contains unknown parameters that are obtained in the process of
solving the �nite-dimensional nonsmooth function minimization. The results
of computational experiments are presented. The considered mathematical
models can be attributed to the so-called minisum problems of partitioning-
placement in terms of a quality criterion of multiplex-partitioning by analogy
with the objectives of location-allocation problems of the graph theory [11,22].

We can consider a di�erent form of the functional of multiplex-partitioning
problem, for example:

F1

(
{Ωσ1 , ..., ΩσL}

)
=

L∑

l=1

∫

Ωσl

max
i∈σl

(c(x, τi)/wi + ai)ρ(x)dx.

In this case, the multiplex-partitioning problem is not linear and refers to
the so-called minimax problems of partitioning-placement [11, 22]. The devel-
opment and substantiation of methods of solving these problems is one of the
directions for further research in the theory of multiplex-partitioning of sets.
We only note that even with this criterion the problems of optimal multiplex-
partitioning of sets include as a particular case the continuous OSP problems
studied in details in [14]. It is interesting to compare the solutions of the prob-
lems of optimal multiplex-partitioning of sets with di�erent quality critera.
It can be assumed that while solving the problem with placement of centers
τN = (τ1, ..., τi, ..., τN ) ∈ ΩN the functional F1

(
{Ωσ1 , ...,ΩσL}

)
will provide

such their optimal location,that will be the solution of the optimal multiple
covering of set Ω ⊂ En by circles with these centers [23].
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Tabl. 1. The optimal solutions of problems À1-k and À2-k

Centers
number
N

The partition of the k-th order of the set Ω
With �xed coordi-
nates of the center

With the optimal location of centers in the set Ω

k = 2 k = 2 k = 3

6

8

11

12

15
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REGULARIZATION OF ILL-POSED PROBLEMS
IN HILBERT SPACE BY MEANS OF THE IMPLICIT

ITERATION PROCESS

O.V.MATYSIK

Ðåçþìå. Â ðîáîòi äîâåäåíà çáiæíiñòü ìåòîäó ç àïîñòåðiîðíèì âèáîðîì
÷èñëà iòåðàöié ó âèõiäíié íîðìi ãiëüáåðòîâîãî ïðîñòîðó â ðàçi ñàìîñïðÿ-
æåíîãî îïåðàòîðà, â ïðèïóùåííi, ùî ïîõèáêè âíîñÿòüñÿ ó ïðàâó ÷àñòèíó
ðiâíÿííÿ. Îòðèìàíî îöiíêó ïîõèáêè ìåòîäó i îöiíêó äëÿ àïîñòåðiîðíîãî
ìîìåíòó çóïèíêè. Îòðèìàíi ðåçóëüòàòè ìîæóòü áóòè âèêîðèñòàíi â òåîðå-
òè÷íèõ äîñëiäæåííÿõ ïðè ðîçâ'ÿçóâàííi ëiíiéíèõ îïåðàòîðíèõ ðiâíÿíü, à
òàêîæ ïðè âèðiøåííi ïðèêëàäíèõ íåêîðåêòíèõ çàäà÷, ÿêi çóñòði÷àþòüñÿ
â äèíàìiöi i êiíåòèöi, ìàòåìàòè÷íié åêîíîìiöi, ãåîôiçèöi, ñïåêòðîñêîïi¨,
ñèñòåìàõ ïîâíî¨ àâòîìàòè÷íî¨ îáðîáêè òà iíòåðïðåòàöi¨ åêñïåðèìåíòiâ,
äiàãíîñòèöi ïëàçìè, ñåéñìîëîãi¨, ìåäèöèíi.
Abstract. The article substantiates the convergence of the method with a
posteriori choice of the number of iterations in the original norm of Hilbert
space in case of a self-adjoint operator on the assumption of existing errors in
the equation right-hand member. There has been secured error estimate of
the method and the estimate of a posteriori stopping moment. The results ob-
tained can be used in theoretic research while solving linear operator equations
as well as in solving applied incorrect problems which occur in dynamics and
kinetics, mathematical economics, geophysics, spectroscopy, systems of full
automatic procession and interpretation of experiments, plasma diagnostics,
seismology, medicine.

1. Introduction
The article calls attention to the implicit iteration method of solving ill-

posed problems, described by iteration equations of type I in Hilbert space.
The method represents a family of iterative schemes depending on parameter
k.

The comparison of the suggested implicit method with the well-known ex-
plicit iteration method xn+1,δ = xn,δ + α (yδ −Axn,δ), x0,δ = 0 [1�8] demon-
strates that the degrees of their optimum estimates coincide. The advantage
of explicit methods lies in the fact that explicit methods do not require any
operator inversion. They require only the calculation of the operator value on
progressive approximation. In this sense the explicit method of [1�8] is pre-
ferred to the suggested implicit method. However, the recommended implicit
method has a very important advantage. In the explicit method of [1�8] step
α is constrained from above by the in equation 0 < α ≤ 5

4 ‖A‖ , which may

Key words. Regularization, iteration method, incorrect problem, Hilbert space, self�con-
jugated and non self�conjugated approximately operator.
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actually necessitate a great number of iterations. In the implicit method un-
der consideration there are no restraints from above on the iteration parameter
b > 0. It follows from this that the optimum estimate of the implicit method
under consideration can be obtained as early as at the �rst iteration steps.

2. Problem statement
One deals with solving the equation

Ax = y (1)
with the unbounded linear self-adjoint operator A operating in Hilbert space,
on the assumption that zero belongs to the spectrum of this operator, though,
generally speaking, it is not its characteristic value. According to the suggested
hypotheses the problem of solving the equation (1) is incorrect. If the solution of
the equation (1) really exists, then a new implicit iteration method is proposed
for its �nding: (

A2k + B
)

xn+1 = Bxn + A2k−1y, x0 = 0, k ∈ N, (2)
where E is a unit operator, while B is a bounded auxiliary self-adjoint operator
which is chosen for enhancing conditionality. Let's take operator B = bE, b > 0
as B. Usually the right-hand member of the equation is known with a certain
accuracy δ, i.e. we know yδ, for which ‖y − yδ‖ ≤ δ. That is why instead of
(2) it is necessary to consider the approximation(

A2k + B
)

xn+1,δ = Bxn,δ + A2k−1yδ, x0,δ = 0, k ∈ N. (3)
In what follows, the convergence of the method is understood as the state-

ment that approximations (3) �t arbitrarily close the exact solution of the
operator equation in case of the suitable choice of n and su�ciently small δ. In
other words, method (3) is convergent if

lim
δ→0

(
inf
n
‖x− xn,δ‖

)
= 0.

If b > 0, the convergence for method (3) is proved in case of an accurate
and approximate right-hand member of the equation, and on the assumption
that the accurate solution of the equation is sourcewise representable, that is
x = A2sz, s > 0, there has been obtained a priori error estimate

‖x− xn,δ‖ ≤ ‖x− xn‖+ ‖xn − xn,δ‖ ≤
(

bs

2kn

) s
k

‖z‖+ 2k
(n

b

) 1
2k

δ,

n ≥ 1 [9]. This error estimate has been optimized:

‖x− xn,δ‖opt ≤ (1 + 2s)
( s

k

) s(1−2k)
k(1+2s) 2−

s
k(2s+1) ‖z‖ 1

2s+1 δ
2s

2s+1

and a priori stopping moment has been found

nopt = 2−
2s

2s+1

( s

k

) 2(s+k)
2s+1

b‖z‖ 2k
2s+1 δ−

2k
2s+1 .

It is evident that the optimum estimate does not depend on iteration param-
eter b, but nopt does depend on b. Consequently, for reducing the calculating
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procedure one should take b satisfying the condition b > 0 and proceed from
the assumption that nopt = 1. For that purpose it is enough to choose

bopt = 2
2s

2s+1

( s

k

)− 2(s+k)
2s+1 ‖z‖− 2k

2s+1 δ
2k

2s+1 .

The article [10] proves that provided b > 0, the iteration method (3) con-
verges in the energy norm of Hilbert space ‖x‖A =

√
(Ax, x), when one chooses

the number of iterations n from the condition 4k
√

nδ → 0 at n → ∞, δ → 0.
Without knowing the sourcewise representability of the exact solution, it is in
the energy norm that there has been found a priori stopping moment nopt =
b2−

3+2k
2 k−

1+2k
2 ‖x‖2kδ−2k and the conditions when the convergence in the en-

ergy norm results in the convergence in the original norm of Hilbert space H.
In case of non-unique solution of the equation (1) the article [10] also proves
that process (2) comes to the normal solution, i.e. the solution with a minimum
norm.

3. Rule of stopping due to infinitesimal residual
When there is no information about the sourcewise representability of the

exact solution, method (3) becomes ine�ective, as it is impossible to get the
error estimate and �nd the a priori stopping epoch in the original norm of
Hilbert space. Nevertheless, one can make method (3) quite e�ective if one
uses the following rule due to in�nitesimal residual [3− 4]. Here and in what
follows, we shall consider that A is a bounded linear self-adjoint operator.

Let us set the stopping moment level ε > 0, ε = b1δ, b1 > 1 and the moment
m of stopping the iteration process (3) by condition

‖Axn,δ − yδ‖ > ε, (n < m), ‖Axm,δ − yδ‖ ≤ ε. (4)
Let us suppose that at initial approximation x0,δ the residual is large enough,

that is, larger than stopping level, i.e. ‖Ax0,δ − yδ‖ > ε. In what follows
method (3) with stopping rule (4) is convergent provided

lim
δ→0

(
inf
m
‖x− xm,δ‖

)
= 0

Let us show the possible application of rule (4) to method (3). Consider the
collection of functions gn(λ) =

1
λ

[
1− bn

(λ2k + b)n

]
≥ 0. By using the results of

[9] it is easy to show that at b > 0 for gn(λ) the following conditions hold

sup
−M≤λ≤M

|gn(λ)| ≤ 2k
(n

b

)1/(2k)
, n > 0,M = ‖A‖ , (5)

sup
−M≤λ≤M

|1− λgn(λ)| ≤ 1, n > 0, (6)

1− λgn(λ) → 0, n →∞,∀λ ∈ [−M,M ] , (7)

sup
−M≤λ≤M

∣∣λ2s(1− λgn(λ))
∣∣ ≤

(
bs

2kn

)s/k

, kn > s, 0 ≤ s < ∞. (8)
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One �nds valid
Lemma 1. Let A be a bounded operator, A = A∗. Then for any ω ∈ H

(E −Agn(A))ω → 0, n →∞.

Proof. By using the integral expression of operator A =
M∫
−M

λdEλ, where

M = ‖A‖ and Eλ is the spectral function of operator A, we get

(E −Agn (A))ω =

M∫

−M

(1− λgn(λ)) dEλω =

=

M∫

0

(1− λgn(λ)) dEλω +

0∫

−M

(1− λgn(λ)) dEλω = I1 + I2.

Let us break up the �rst of the integrals obtained into two integrals

I1 =

ε0∫

0

(1− λgn(λ)) dEλω +

M∫

ε0

(1− λgn(λ)) dEλω.

Since 1− λgn(λ) =
bn

(λ2k + b)n ≤ qn(ε0) < 1 for all λ ∈ [ε0,M ], we get
∥∥∥∥∥∥

M∫

ε0

(1− λgn(λ)) dEλω

∥∥∥∥∥∥
≤ qn(ε0)

∥∥∥∥∥∥

M∫

ε0

dEλω

∥∥∥∥∥∥
≤ qn(ε0)‖ω‖ → 0, n →∞.

On the basis of condition (6) we have
∥∥∥∥∥∥

ε0∫

0

(1− λgn(λ)) dEλω

∥∥∥∥∥∥
≤

∥∥∥∥∥∥

ε0∫

0

dEλω

∥∥∥∥∥∥
≤ ‖Eε0ω‖ → 0, ε0 → 0,

because of the properties of spectral function [11]. Similarly to that, I2 → 0,
n →∞. Consequently, (E −Agn(A))ω → 0, n →∞. Lemma 2.1 is proved.

There occurs
Lemma 2. Let A be a bounded operator, A = A∗. Then for any ϑ ∈ R(A)
there exists correlation ns/k

∥∥A2s(E −Agn(A))ϑ
∥∥ → 0 at n →∞, 0 ≤ s < ∞.

Proof. Since (8) is true, then
ns/k

∥∥A2s(E −Agn(A))
∥∥ ≤ ns/k sup

−M≤λ≤M

∣∣λ2s(1− λgn(λ))
∣∣ ≤

≤ ns/kγsn
−s/k = γs,

where γs =
(

bs

2k

)s/k

. Let us use Banach-Steingaus theorem [11, p. 151], ac-
cording to which convergence Bnu → Bu at n → ∞ for all u ∈ H is realized
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only when this convergence occurs in some compact subset in H and ‖Bn‖,
n = 1, 2, . . . , are limited by the constant independent from n.

Let us take subset R(A) as a compact one in R(A) = H. We suppose that
s1 = s +

1
2
. Then for every ϑ = Aω ∈ R(A) we have

ns/k
∥∥A2s(E −Agn(A))ϑ

∥∥ = ns/k
∥∥A2s+1(E −Agn(A))ω

∥∥ =

= ns/k
∥∥A2s1(E −Agn(A))ω

∥∥ ≤ γs1n
−(s1−s)

k ‖ω‖ = γs1 ‖ω‖n−1/(2k) → 0,

n →∞, as s1 < ∞. Lemma 2.2 is proved.
There is validity in

Lemma 3. Let A be a bounded operator, A = A∗. Provided for some sequence
np < n = const and ϑ0 ∈ R(A) at p →∞ we get ωp = A

(
E −Agnp(A)

)
ϑ0 →

0, then ϑp =
(
E −Agnp(A)

)
ϑ0 → 0.

Proof. Due to (6) sequence ϑp is bounded ‖ϑp‖ ≤ 1, p ∈ N. That is why out of
this sequence in Hilbert space we can extract a weakly convergent subsequence
ϑp− → ϑ, (p ∈ N ′ ⊆ N), then Aϑp− → Aϑ, (p ∈ N ′) .

But by the data ωp = Aϑp → 0, p →∞, consequently, Aϑ = 0. Since zero is
not the characteristic value of operator A, then ϑ = 0. Hence,

‖ϑp‖2 =
(
ϑp,

(
E −Agnp(A)

)
ϑ0

)
= (ϑp, ϑ0)−

(
ϑp, Agnp(A)ϑ0

)
=

= (ϑp, ϑ0)−
(
Aϑp, gnp(A)ϑ0

)
=

= (ϑp, ϑ0)−
(
ωp, gnp(A)ϑ0

) → (ϑ, ϑ0) = 0,
(
p ∈ N ′) ,

since ϑ = 0, ωp → 0, p →∞ and by the data (5)
∥∥gnp(A)

∥∥ ≤ 2k
(np

b

)1/(2k)
≤ 2k

(
n

b

)1/(2k)

Thus, every weakly convergent subsequence of the bounded sequence ϑp men-
tioned above tends to zero according to the norm. Consequently, the whole
sequence ϑp → 0, p →∞. Lemma 2.3 is proved.

If A is a bounded non self-adjoint operator, lemma 2.3 which is analogous to
lemma 4 proves its validity.
Lemma 4. Let A be a bounded non self-adjoint operator. If for some sequence
np < n = const and ϑ0 ∈ R(A) at p →∞ we have

ωp = A∗A
(
E −A∗Agnp (A∗A)

)
ϑ0 → 0,

then ϑp =
(
E −A∗Agnp (A∗A)

)
ϑ0 → 0.

For proving lemma 2.4 it is necessary to go over to operator A = A∗A and use
lemma 2.3.

Let us use the proved lemmas for proving the following theorem.
Theorem 1. Let A be a bounded operator, A = A∗, and let the stopping moment
m = m(δ) in method (3) be chosen according to rule (4). Then xm(δ),δ → x at
δ → 0.
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Proof. In [9] we �nd that xn,δ = A−1 [E − (CB)n] yδ, where

C =
(
A2k + B

)−1
.

That is why
xn,δ − x = A−1 [E − (CB)n] yδ − x =

= A−1 [E − (CB)n] (yδ − y) + A−1 [E − (CB)n] y −A−1y =

= A−1 [E − (CB)n] (yδ − y)− (CB)nx =

= gn(A)(yδ − y)− (E −Agn(A))x,

(9)

consequently,
Axn,δ − y = Axn,δ −Ax = −A(E −Agn(A))x + Agn(A)(yδ − y).

Let us consider

Axn,δ − yδ = −A(E −Agn(A))x + (y − yδ) + Agn(yδ − y) =
= −A(E −Agn(A))x− (E −Agn(A))(yδ − y). (10)

On the strength of lemmas 2.1 and 2.2 we have
‖(E −Agn(A))x‖ → 0, n →∞, (11)

σn = n1/(2k) ‖A(E −Agn(A))x‖ → 0, n →∞. (12)
What is more, it follows from (5) and (6) that

‖gn(A)(yδ − y)‖ ≤ 2k
(n

b

)1/(2k)
δ, (13)

‖E −Agn(A)‖ ≤ 1. (14)
Let us use stopping rule (4). Then

‖Axm,δ − yδ‖ ≤ b1δ, b1 > 1

and from (10) and (14) we get

‖A(E −Agm(A))x‖ ≤ ‖Axm,δ − yδ‖+ ‖(E −Agm(A))(yδ − y)‖ ≤
≤ (b1 + 1)δ.

(15)

For any n < m ‖Axn,δ − yδ‖ > ε, that is why
‖A(E −Agn(A))x‖ ≥ ‖Axn,δ − yδ‖ − ‖(E −Agn(A))(y − yδ)‖ ≥ (b1 − 1) δ.

Thus, for ∀n < m
‖A(E −Agn(A))x‖ ≥ (b1 − 1) δ. (16)

From (12) and (16) at n = m− 1 we have
σm−1

(m− 1)1/(2k)
= ‖A(E −Agm−1(A))x‖ ≥ (b1 − 1) δ

or (m− 1)1/(2k)δ ≤ σm−1

b− 1
→ 0, δ → 0 (because from (12) σm → 0,m →∞). If

in this case m →∞ at δ → 0, then using (9), we get
‖xm,δ − x‖ ≤ ‖(E −Agm(A))x‖+ ‖gm(A)(yδ − y)‖ ≤
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≤ ‖(E −Agm(A))x‖+ 2k
(m

b

)1/(2k)
δ → 0

at m →∞, δ → 0, since from (11)
‖(E −Agm(A))x‖ → 0, m →∞.

Provided for some δ → 0 the sequence m(δn) turns out to be bounded,
xm(δn),δn

→ x, δn → 0 is relevant in this case as well. Actually, from (15) we
have ∥∥A

(
E −Agm(δn)(A)

)
x
∥∥ ≤ (b1 + 1) δn → 0, δn → 0.

Hence, according to lemma 2.3 we get that
(
E −Agm(δn)(A)

)
x → 0, δn → 0.

As a result
∥∥xm(δn),δn

− x
∥∥ ≤ ∥∥(

E −Agm(δn)(A)
)
x
∥∥ + 2k

(
m(δn)

b

)1/(2k)

δn → 0, δn → 0.

This proves theorem 2.5.

4. Error estimate
We have

Theorem 2. Suppose the conditions of theorem 2.5 are ful�lled, operator A is
positive and x = A2sz, s > 0. Then the following estimates hold

m ≤ 1 +
(2s + 1)b

4k

[ ‖z‖
(b1 − 1)δ

] 2k
2s+1

,

‖xm,δ − x‖ ≤ [(b1 + 1) δ]
2s

2s+1 ‖z‖ 1
2s+1 +

+
2k

b1/(2k)

{
1 +

(2s + 1)b
4k

[ ‖z‖
(b1 − 1)δ

] 2k
2s+1

} 1
2k

δ.
(17)

Proof. Since x = A2sz, then
‖A(E −Agm−1(A))x‖ =

∥∥A2s+1(E −Agm−1(A))z
∥∥ =

=

∥∥∥∥∥∥

M∫

0

λ2s+1bm−1

(λ2k + b)m−1 dEλz

∥∥∥∥∥∥
≤

[
(2s + 1)b
4k(m− 1)

] 2s+1
2k

‖z‖ .

By using (16), we get

(b1 − 1)δ ≤
[

(2s + 1)b
4k(m− 1)

] 2s+1
2k

‖z‖ .

Hence we have

m ≤ 1 +
(2s + 1)b

4k

[ ‖z‖
(b1 − 1)δ

] 2k
2s+1

.

With the help of moment inequality let us estimate
‖(E −Agm(A))x‖ =

∥∥A2s(E −Agm(A))z
∥∥ ≤
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≤
∥∥A2s+1(E −Agm(A))z

∥∥ 2s
2s+1 ‖(E −Agm(A))z‖ 1

2s+1 ≤

≤ ‖A(E −Agm(A))x‖ 2s
2s+1 ‖z‖ 1

2s+1 ≤ [(b1 + 1)δ]
2s

2s+1 ‖z‖ 1
2s+1 .

Then
‖xm,δ − x‖ ≤ ‖(E −Agm(A))x‖+ ‖gm(A)(yδ − y)‖ ≤

≤ [(b1 + 1)δ]
2s

2s+1 ‖z‖ 1
2s+1 + 2k

(m

b

) 1
2k

δ ≤

≤ [(b1 + 1)δ]
2s

2s+1 ‖z‖ 1
2s+1 +

2k

b1/(2k)

{
1 +

(2s + 1)b
4k

[ ‖z‖
(b1 − 1)δ

] 2k
2s+1

} 1
2k

δ.

This proves theorem 3.1.
Note 1. The estimate procedure (17) is O

(
δ

2s
2s+1

)
and, as it follows from

[3], it is optimal in the class of problems with sourcewise representable solutions.
Note 2. The knowledge of order 2s > 0 of sourcewise representability of

exact solution, which is used in theorem 2, is not required in practice as it does
not hold for the rule of stopping due to in�nitesimal residual. Theorem 2 states
that the number of iterations m, supporting the optimum error order. But even
if the sourcewise representability of the exact solution is missing, stopping due
to residual provides the convergence of the method, as it is shown in theorem 1.
Conclusion. The paper studies some properties of the suggested implicit

iteration method of solving ill-posed problems: it proves the convergence of the
method with the a posteriori choice of the iteration number in the original norm
of Hilbert space. It also presents the obtained error estimate of the method and
the estimate of a posteriori stopping moment.
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GENERALIZATION OF THE KHOVANSKII'S METHOD
FOR SOLVING MATRIX POLYNOMIAL EQUATIONS

A.M.NEDASHKOVSKA

Ðåçþìå. Ðîçãëÿíóòî àëãîðèòì ðîçâ'ÿçóâàííÿ ïîëiíîìiàëüíèõ ìàòðè÷íèõ
ðiâíÿíü. Çàïðîïîíîâàíi ðåêóðåíòíi ôîðìóëè îá÷èñëåííÿ íàáëèæåíèõ ðîç-
â'ÿçêiâ äëÿ ðiâíÿíü ñòåïåíÿ n. Äîñëiäæåíî çáiæíiñòü ìåòîäó äëÿ ðiâíÿíü
äðóãîãî ñòåïåíÿ. Íàâåäåíî ðåçóëüòàòè ÷èñåëüíèõ åêñïåðèìåíòiâ, ùî ïiä-
òâåðäæóþòü ñïðàâåäëèâiñòü òåîðåòè÷íèõ âèêëàäîê.
Abstract. The article deals with the algorithm for solving the polynomial
matrix equations. Recurrent formulas for calculating approximate solutions of
equations of degree n are proposed. The convergence of the method for equa-
tions of the second degree has been researched and the results of the numerical
experiments that con�rm the validity of the calculations are provided.

1. Introduction
The method reduces itself to the consistent application of a certain matrix

operator to the given vector and occupies a special place among various gen-
eralizations of continued fractions. In a simpler form, this method has been
considered by Euler. He used it to calculate the approximate expression x

p
q .

Here x is a known number, p and q are integers.
Euler's method has also been considered by Laurie, Kraft and Muller. But

the possibility of practical use of the method hasn't been considered in these
works. Later Khovanskii applied this method to the approximate value of the
roots of some degrees and to �nd approximate solutions of polynomial equations
over the �eld of real numbers.

In particular, the scheme of �nding the roots of the equation
x2 = u (1)

has been considered in [1].
It has been shown that the solution of equation (1) can be found as the

fraction Pn
Qn

, where valid values Pn and Qn are interconnected by relations
(

Pn

Qn

)
=

(
a u
1 a

)(
Pn−1

Qn−1

)
(n = 1, 2, . . .) . (2)

Here a is a free parameter.
The equation (2) implies that

Pn

Qn
=

aPn−1 + uQn−1

Pn−1 + aQn−1
,

Key words. Polynomial matrix equations; generalization of the Khovanskii's method; the
convergence of the method.
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that is
Pn

Qn
=

a Pn−1

Qn−1
+ u

Pn−1

Qn−1
+ a

. (3)

Let limit lim
n→∞

Pn−1

Qn−1
exists and is �nite. We denote it as x. Than from (3)

we receive
x =

ax + u

x + a
or

x2 = u, x = ±√u.

So, if the limit lim
n→∞

Pn−1

Qn−1
exists, then it may be equal to √u or to −√u.

Accordingly, if u < 0, then the process (2) diverges.
A similar scheme has been proposed in [1] for solving the quadratic equation

x2+px+q=0:(
Pn

Qn

)
=

(
a −q
1 a + p

)(
Pn−1

Qn−1

)
(n = 1, 2, . . .) . (4)

From (4) it follows that

Pn

Qn
=

a Pn−1

Qn−1
− q

Pn−1

Qn−1
+ a + p

. (5)

Let the limit lim
n→∞

Pn−1

Qn−1
exists and is �nite. We denote it as x. Then from

(5) we receive
x =

ax− q

x + a + p
or

x2 + px + q = 0, x1,2 =
−p±

√
p2 − 4q

2
.

In [1] the conditions for the convergence of the iterative formulas (3) and (5)
have been analysed.

2. The computational scheme of the method
Let us try to generalize the scheme proposed in [1] and apply it to solving

the matrix equation
AnXn + An−1X

n−1 + An−2X
n−2 + . . . + A2X

2 + A1X + A0 = 0. (6)
Here matrices A0, A1, A2, . . . , An−2, An−1, An ∈ <m×m are given coe�cients of
equation (6) and X ∈ <m×m is an unknown solution.

Suppose, that X is a non singular matrix and let us denote Y0 = X−1. . . . .
After the right multiplication of the equation (6) with X−1 we receive

AnXn−1 + An−1X
n−2 + An−2X

n−3 + . . . + A2X + A1 + A0Y0 = 0. (7)
Let Y1 = Y0X

−1 =
(
X−1

)2 and let us right multiply the equation (7) with
X−1 :

AnXn−2 + An−1X
n−3 + An−2X

n−4 + . . . + A2 + A1Y0 + A0Y1 = 0.
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Accordingly, after (n− 2) the right multiplication of the equation (6) with
X−1 we get
AnX2 +An−1X +An−2 +An−3Y0 + . . .+A2Yn−5 +A1Yn−4 +A0Yn−3 = 0, (8)

where
Y0 =

(
X−1

)1
, Y1 =

(
X−1

)2
, . . . , Yn−3 =

(
X−1

)n−2
.

We introduce the parameter, a non singular matrix L ∈ <m×m and left
multiply equation (8) with L :

LAnX2 +LAn−1X +LAn−2 + . . .+LA2Yn−5 +LA1Yn−4 +LA0Yn−3 = 0. (9)
Obviously the equation (9) is equivalent to

LAnX2 + (LAn−1 + K −K) X + LAn−2 + . . .+
+ LA2Yn−5 + LA1Yn−4 + LA0Yn−3 = 0.

Here K ∈ <m×m is a non singular matrix.
And it is evident that
LAnX2 + KX = (K − LAn−1) X − LAn−2 − . . .− LA1Yn−4 − LA0Yn−3

or
(LAnX + K) X = (K − LAn−1) X − LAn−2 − . . .− LA1Yn−4 − LA0Yn−3.

Then, assuming det (K − LAn−1) 6= 0 we get
X = (LAnX + K)−1 (

(K − LAn−1) X − LAn−2 − . . .−
− LA1Yn−4 − LA0Yn−3

)
.

(10)

Now let us consider the obvious equality
LAnXX−1 + KY0 = LAn + KY0

or
(LAnX + K) Y0 = LAn + KY0. (11)

Then from (11) we get
Y0 = (LAnX + K)−1 (LAn + KY0) . (12)

Applying similar transformations, we receive formulas for Y1, Y2, . . . , Yn−3 cal-
culation:

Y1 = (LAnX + K)−1 (LAnY0 + KY1) ;
Y2 = (LAnX + K)−1 (LAnY1 + KY2) ;
...
Yn−3 = (LAnX + K)−1 (LAnYn−2 + KYn−3) .

(13)

Then, on the basis of the formulas (10),(12) and (13) we get an approximate
calculation algorithm for solving the polynomial matrix equation (6):

1. Set the accuracy ε > 0;
2. Set the initial approximation, a non singular matrix X0 ∈ <m×m;
3. Set the counter n = 1;
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4. Calculate

Y
(0)
0 =

(
X(0)−1

)1
, Y

(0)
1 =

(
X(0)−1

)2
,

Y
(0)
2 =

(
X(0)−1

)3
, . . . , Y

(0)
n−3 =

(
X(0)−1

)n−2
;

5. Calculate
Y

(n)
0 =

(
LAnX(n−1) + K

)−1
(
LAn + KY

(n−1)
0

)
,

Y
(n)
1 =

(
LAnX(n−1) + K

)−1
(
LAnY

(n)
0 + KY

(n−1)
1

)
,

Y
(n)
2 =

(
LAnX(n−1) + K

)−1
(
LAnY

(n)
1 + KY

(n−1)
2

)
,

...
Y

(n)
n−3 =

(
LAnX(n−1) + K

)−1
(
LAnY

(n)
n−2 + KY

(n−1)
n−3

)
,

X(n)=
(
LAnX(n−1)+K

)−1×
×
(
(K−LAn−1)X(n−1)−LAn−2−. . .− LA0Y

(n)
n−3

)
;

(14)

6. Verify the condition
∥∥X(n) −X(n−1)

∥∥ < ε. If this condition is not satis-
�ed, , set the counter n = n + 1 and go to step 5, or else return X(n).

3. The convergence of the method for equations of the second
power

Let us consider the equation
A2X

2 + A1X + A0 = 0. (15)
Like the equation (6) we left multiply (15) with a non singular diagonal matrix
L = l · E,L ∈ <m×m:

LA2X
2 + (LA1 + K −K) X + LA0 = 0

or
(LA2X + LA1 + K) X = KX − LA0. (16)

Here K = k · E, K ∈ <m×m is non singular diagonal matrix.
Assuming that det (LA2X + LA1 + K) 6= 0 from (16) we get

X = (LA2X + LA1 + K)−1 (KX − LA0)

or as a recurrent formula

X(n) =
(
LA2X

(n−1) + LA1 + K
)−1 (

KX(n−1) − LA0

)
(n = 1, 2, . . .) . (17)

Let A and B be real, square m × m matrix with det B 6= 0. Further mul-
tiplication operation B−1A will be written in the form of a matrix fraction
A
B .
Inasmuch

X =
KX − LA0

LA2X + LA1 + K
=

kX − lA0

lA2X + lA1 + kE
=

kX − lA0

lX + lA−1
2 A1 + kA−1

2

=
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X − l
kA0

X + A−1
2 A1 + k

l A
−1
2

=
X + A−1

2 A1 + k
l A

−1
2 − (

A−1
2 A1 + k

l A
−1
2 + l

kA0

)

X + A−1
2 A1 + k

l A
−1
2

,

then
X = E − A−1

2 A1 + k
l A

−1
2 + l

kA0

X + A−1
2 A1 + k

l A
−1
2

. (18)

Let P = A−1
2 A1 + k

l A
−1
2 and Q = l

kA0. Then (18) can be written as

X = E − P + Q

X + P
,

or as an in�nite matrix continued fraction

X = E − P + Q

P + E − P+Q
P+E−...

. (19)

The matrix continued fraction (18) also can be presented in a compact Prynh-
sheym's form

X = E − P + Q|
|P + E

− P + Q|
|P + E

− P + Q|
|P + E

− . . . (20)

Let us consider the continued fraction with real elements. It is evident that
a1|
|b1

+ a2|
|b2

+ a3|
|b3

+. . .+ an|
|bn

+. . .=

=
a1
b1

∣∣∣
|1 +

a2
b1

∣∣∣
|b2

+ a3|
|b3

+. . .+ an|
|bn

+. . .

=
a1
b1

∣∣∣
|1 +

a2
b1b2

∣∣∣
|1 +

a3
b2b3

∣∣∣
|1 + . . . +

an
bn−1bn

∣∣∣
|1 + . . .

(21)

Suppose that the matrix (P + E) is non singular and in (20) we perform
transformations similar to (21):

X = E − P+Q|
|P+E

− P+Q|
|P+E

− P+Q|
|P+E

− . . .− P+Q|
|P+E

− . . . =

= E − (P+E)−1(P+Q)|
|E − (P+E)−1(P+Q)|

|P+E
−

− P+Q|
|P+E

− . . .− P+Q|
|P+E

− . . . =

= E − (P+E)−1(P+Q)|
|E − (P+E)−2(P+Q)|

|E −
− (P+E)−2(P+Q)|

|E − . . .− (P+E)−2(P+Q)|
|E − . . .

(22)

In [2] Vorpitskyi's su�cient convergence sign has been generalized. It can be
used to analyse the convergence of matrix continued fractions of the form (22):
Theorem 1. Matrix branch continued fraction

n∑

k1=1

Ak1 |
|E +

n∑

k2=1

Ak1k2 |
|E + . . . +

n∑

k1=1

Ak1k2...kl
|

|E + . . .

is absolutely convergent if the condition

‖Ak1k2...ki‖ ≤
1
4n

(i = 1, 2, 3, . . . ; ki = 1, 2, . . . , n)
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is true.
Let us apply Theorem 1 to the continued fraction (22). It is obvious that

the branched continued fraction (22) will be convergent, if the condition
∥∥(P + E)−2(P + Q)

∥∥ ≤ 1
4

(23)

is satis�ed.
Substituting the values of P and Q in the formula (23) we get su�cient

condition for the convergence of the matrix continued fraction (22):∥∥∥∥∥
(

A−1
2 A1 +

k

l
A−1

2 + E

)−2 (
4A−1

2 A1 +
4k

l
A−1

2 +
4l

k
A0

)∥∥∥∥∥ ≤ 1.

4. Computational experiments
To test the e�ectiveness of the practical application of recurrent formula

(14), a series of numerical experiments has been conducted in the FreeMat
environment.
Example 1. Let us consider the polynomial matrix equation

A2X
2 + A1X + A0 = 0, (24)

with

A2 =




1 0 0
0 1 0
0 0 1


, A1 =




1 2 3
2 3 4
3 4 5


, A0 =



−13 −13 −14
−16 −18 −18
−20 −21 −23


 .

Put l = 1, k = 1 and initial value

X0 =




1 0 0
0 1 0
0 0 1




then using the recurrent formula (17) we obtain the following results

Tabl. 1. Example 1

ε Number of Approximate solution, Xn Norm of residual
iterations, n

0.1 15



−8.9203 −9.9203 −9.9203
−0.5083 0.4917 −0.5083
8.9038 8.9038 9.9038


 0.0848

0.01 19



−8.9079 −9.9079 −9.9079
−0.5065 0.4935 −0.5065
8.8948 8.8948 9.8948


 0.0056

0.001 22



−8.9069 −9.9069 −9.9069
−0.5064 0.4936 −0.5064
8.8941 8.8941 9.8941


 0.0007
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These results show convergence of the iterative process (17) to the solution
of equation (24),

X =



−8.9070 −9.9070 −9.9070
−0.5064 0.4936 −0.5064
8.8942 8.8942 9.8942




with a decrease of ε.
Example 2. Now let us consider the polynomial matrix equation

A2X
2 + A1X + A0 = 0, (25)

with coe�cients

A2 =




1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1


, A1 =




−1 0 2 1
0 1 0 2
0 0 4 1
0 0 0 −5


,

A0 =




−8 −8 −10 −9
−9 −11 −9 −11
−11 −11 −16 −12
−1 −1 −1 3


 .

Let l = 1, k = 1 and initial value

X0 =




1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1




and we use the recurrent formula (17). We get the results from Table 2.

Tabl. 2. Example 2

ε Number of Approximate solution, Xn Norm of
iterations, n residual

0.1 12




−8.3232 −9.3232 −9.3232 −9.3232
5.7750 6.7750 5.7750 5.7750
2.4210 2.4210 3.4210 2.4210
−0.2323 −0.2323 −0.2323 0.7677


 0.0610

0.01 15




−8.3335 −9.3335 −9.3335 −9.3335
5.7775 6.7775 5.7775 5.7775
2.4216 2.4216 3.4216 2.4216
−0.2288 −0.2288 −0.2288 0.7712


 0.0070

0.001 18




−8.3323 −9.3323 −9.3323 −9.3323
5.7773 6.7773 5.7773 5.7773
2.4216 2.4216 3.4216 2.4216
−0.2293 −0.2293 −0.2293 0.7707


 0.0008
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These results show convergence of the iterative process (17) to the solution
of equation (25),

X =




−8.3325 −9.3325 −9.3325 −9.3325
5.7773 6.7773 5.7773 5.7773
2.4216 2.4216 3.4216 2.4216
−0.2292 −0.2292 −0.2292 0.7708




with a decrease of ε.

5. Conclusions
The article deals with the modi�cation of the method that was proposed by

A.N. Khovanskii [1] for solving polynomial equations de�ned over the set of
real numbers. Obtained computational scheme allows us to construct approx-
imate solutions of the equation (6), that are considered over the ring of non
commutative matrices. Su�cient conditions for the convergence of the iterative
process for the equation of the second degree and software implementation of
the method were presented. A number of numerical experiments con�rm the
applicability of the proposed scheme were conducted.
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Ðåçþìå. Ó ðîáîòi ïðîâåäåíî àíàëiç ÷èñåëüíîãî ðîçâ'ÿçóâàííÿ äâîâèìið-
íîãî iíòåãðàëüíîãî ðiâíÿííÿ òåîði¨ ïîòåíöiàëó íà íåçàìêíåíèõ ïîâåðõíÿõ.
Íà ïðèêëàäi àíàëiçó êîíêðåòíî¨ ìîäåëüíî¨ çàäà÷i ïîêàçàíî, ÿê, âðàõîâóþ-
÷è ñïåöèôiêó ïî÷àòêîâèõ äàíèõ, âèðiøèòè ïðîáëåìó ñïåöiàëüíîãî çîáðà-
æåííÿ ñàìîãî iíòåãðàëüíîãî ðiâíÿííÿ. Òàêå çîáðàæåííÿ äîçâîëÿ¹ ïðè
ïîáóäîâi âiäïîâiäíî¨ íàáëèæåíî¨ ñõåìè ñóòò¹âî ñïðîñòèòè âèêîðèñòàííÿ
àïðiîðíî¨ iíôîðìàöi¨ ïðî õàðàêòåð ïîâåäiíêè øóêàíîãî ðîçâ'ÿçêó. Îñòàí-
í¹ âiäiãðà¹ âàæëèâó ðîëü ó ïðîöåñi ðåàëiçiàöi¨ ðiçíèõ ïðîöåäóð óòî÷íåííÿ
îòðèìóâàíèõ íàáëèæåíèõ ðîçâ'ÿçêiâ íà îñíîâi ñïåöiàëüíî ïîáóäîâàíèõ
îöiíþâà÷iâ. Ó ðîáîòi ïðåäñòàâëåíi ðåçóëüòàòè ÷èñåëüíèõ åêñïåðèìåíòiâ.
Abstract. The numerical solution of two-dimensional integral equation on
unclosed surfaces is analyzed in present paper. Such equations with weak
singularities in the kernels are considered in potential theory. General prob-
lem of integral equation solving, and besides that special representation of
considered equation, are exempli�ed by the model task, taking into account
the speci�city of initial date. In the process of appropriate numerical scheme
constructing such a representation gives the possibility to essentially simplify
the use of a priori information on desired solution. The last is important for
objectifying various correction procedures of obtained results on the basis of
special estimators. The results of numerical experiments are presented.

1. Introduction
In previous paper [2] with a similar research object various aspects of numer-

ical schemes construction for solving integral equations of the �rst kind were
considered. In this connection we had to deal with two-dimensional equations
in the form as

(Aσ)(M) ≡
∫∫

S

σ(P )|M − P |−1dSP = U(M), M ∈ S, (1)

where, in general case, S is an open Lipschitz surface; M and P are the points of
Euclidean space R3. In present article, by solving one typical model problem, we
analyze the proposed schemes adaptive possibilities for maximal taking account
of desired solutions speci�city in order to receive the results with preassigned
accuracy. The equations of type (1) have been used in mathematical modelling
of some boundary value problems in electron optics [3]. Ordinary generalization
of (1) is an assumption that S is formed by the aggregate of m surfaces, so

Key words. Two-dimensional integral equation, weak singularity, rational representation,
numerical scheme construction, correction of obtained results, special estimators.
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that S :=
⋃m

i=1 Si. In this case, we interpret σ(P ) as a desired total charge
distribution density on S, that is σ(P ) := {σi(P ), P ∈ Si}m

i=1.
It is possible to research the solvability of integral equation (1) in various

functional spaces. However, it should be taken into account the speci�city of
investigated physical phenomenon. In this connection, the modelling of elec-
trostatic �eld in the substantially spatial setting foresees the account of desired
charge distribution density σ(P ) behavior near the contour of unclosed surface
S. As to right hand side of (1), we consider that U(M), M ∈ S, is the given
boundary value of potential on an electrode which is actually simulated by a
surface S (U(M) ≡ const). At last, the solvability of (1) can be expressed by
the following inequalities [4, 6]:

m1‖σ‖H
−1/2
00 (S)

≤ ‖Aσ‖H1/2(S) ≤ m2‖σ‖H
−1/2
00 (S)

(0 < m1 ≤ m2),

where H1/2(S) is a trace space, H−1/2
00 (S) is dual space with respect to H

1/2
00 (S).

Note that S is an open surface treated as a component of some close surface
Σ. In addition, H

1/2
00 (S) is di�erent from H1/2(S), and in the case of smooth

S, relevant norm may be de�ned as

‖σ‖2

H
1/2
00 (S)

= ‖σ‖2
H1/2(S)

+ ‖ρ−1/2σ‖2
L2(S),

where ρ(M) is the distance from M ∈ S to the smooth edge ∂S.

2. The numerical scheme for model problem testing
Let us consider the calculation problem of plane-parallel condenser electro-

static �eld. From mathematical model point of view this condenser can be rep-
resented as a surface S, which is an aggregate of two parallel identical plates
S1 and S2 situated symmetrically with respect to a coordinate plane XY , so
that S := S1

⋃
S2. The distance between them equals 2h. Suppose that U1 and

U2 are the given potential values on S1 and S2, respectively. The electrostatic
treatment of problem (1) means that U1 and U2 are arbitrary constant. As we
mentioned in [2], this problem is not trivial, and the results of calculation are
especially sensitive with respect to variation of output data.

With a view to analyze integral equation (1) let us use such Sl representation

Sl :=
{

(x, y, z)> ∈ R3
∣∣∣(x, y) ∈ [−1, 1]2; z = (−1)l−1h; l = 1, 2; h > 0

}
. (2)

According to (2), we can represent S in the form of congruent components
combination:

S =
2⋃

l=1

( 4⋃

k=1

Slk

)
.

Taking into account subdivision of S1 and S2, integral equation (1), in its turn,
can be formally represented as

2∑

l=1

4∑

k=1

∫∫

Slk

σlk(P )|P −M |−1dSp = U(M) =

{
U1, M ∈ S1,

U2, M ∈ S2,
(3)
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where σlk(P ) := σlk(x, y) is the restriction of σ(P ) onto Slk;
M := (x0, y0, z0 = ±h)>; (x, y), (x0, y0) ∈ [−1, 1]2.

Then, applying in (3) some changes of variables, we realize the conversion
from integration over S to integration over its congruent constituent S11. As
a result, we get the system of eight linear integral equations with respect to
unknown density σj(x, y)(j = 1, 8), according to the chosen group of surface S
symmetry:

8∑

j=1

∫∫

41

σj(x, y)G|i−j|+1(x, y; x0, y0; h)dxdy = U(Mi), (i = 1, 8). (4)

Here, 41 := [0, 1]2; Mi :=
(
(−1)r−1x0, (−1)s−1y0, (−1)p−1h

)>
∈ Spq; in this

case i := 4(p − 1) + 2(r − 1) + s, and q := 2(r − 1) + s with p, r, s = 1, 2; Mi

are the points of collocation; (x0, y0) ∈ 41. The point of integration is

P :=
(
(−1)n−1x, (−1)m−1y, (−1)l−1h

)>
∈ Slk;

in this case, j := 4(l−1)+2(n−1)+m, and k := 2(n−1)+m with l, n, m = 1, 2;
and �nally

G|i−j|+1(x, y; x0, y0; h) := |P −Mi|−1.

It is easy to see that the system of integral equations (4) may be written in
the form of matrix operator equation

Aσ = U, (5)
where

σ := (σ1(x, y), σ2(x, y), . . . , σ8(x, y))>,

U := (U(M1), U(M2), . . . , U(M8))>;
and A := (Aij)8i,j=1, in this case, Aij is an integral operator that acts by the
rule

Aijσj(Mi) ≡
∫∫

41

σj(x, y)G|i−j|+1(x, y; x0, y0;h)dxdy.

Since an initial integral equation has an Abelian eighth order group of sym-
metry [7], then, we can split (5) into eight independent integral equations
A′σ′ = U

′, where A′ := F ·A · F−1, σ′ := Fσ, U
′ := FU . Here, F := (Fij)8i,j=1

is known matrix of Fourier transform [2,7]; A′ := (A′i)
8
i=1, in this case,

A′iσ
′
i(Mi) ≡

∫∫

41

σ′i(x, y)Ri(x, y;x0, y0; h)dxdy,

Ri(x, y; x0, y0; h) :=
8∑

j=1

FijG|i−j|+1(x, y; x0, y0; h),

σ′i(x, y) :=
8∑

j=1

Fijσj(x, y), U ′(Mi) :=
8∑

j=1

FijU(x, y).
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Solving every of independent integral equations, as the �nal result, it is possible
to reproduce σj(x, y).

Then, without loss of generality let us consider one special case of integral
equation (5) presentation. Namely, taking into account the antisymmetry of
boundary values of potentials on condenser plates (U := U1 = −U2), and in
accordance with this similar properties of (5) solutions, it is possible to represent
(5) in the form as

(Aσ)(x0, y0) ≡
∫∫

41

σ(x, y)R̂(x, y; x0, y0;h)dxdy = U(x0, y0),

(x0, y0) ∈ (0, 1)2,

(6)

where

R̂(x, y;x0, y0; h) :=
2∑

l=1

(−1)l−1
2∑

p=1

2∑

k=1

{
4h2(l − 1)+

+
[
(−1)p−1x + (−1)k−1x0

]2 +
[
y + (−1)ky0

]2
}− 1

2
.

It is easy see that integral equation (6) is an equation with weak singularity
in the kernel. In addition, (6) has mentioned singularity only in one item of
the sum R̂(x, y;x0, y0; h), where k = l = 1, p = 2. Moreover, in the process of
numerical scheme constructing it is necessary to take into consideration special
behavior of desired solution only on S11.

It is known [5] that desired solution σ(x, y) has singularities in the neighbor-
hood of S11 corner point and at the points which border on a straight edge of
S11. In the �rst case, the charge singularity is proportional to ρ−0,7034, and,
in the second case, the charge singularity is proportional to ρ−0,5, where ρ
is the distance from the vertex and straight edge of S11, respectively. These
singularities can be expressed by the following weight function

(1− x)γ + (1− y)γ

[
(1− x)(1− y)

]1/2
(γ = 0, 2966).

This function is applied for mentioned singularities isolation in the notation
of charge distribution density σ(x, y). But such accounting of desired solution
characteristics is rather complicated from practical point of view. So, we apply
the di�erent method, based on progressive analysis and correction of obtained
results.

Using the collocation method under the condition of piecewise-constant ap-
proximation of desired density σ(x, y), two-dimensional integral equation (6)
was reduced to the following system of linear algebraic equations

Nx∑

j=1

Ny∑

i=1

σij

xi+
Hx
2∫

xi−Hx
2

yj+
Hy
2∫

yj−Hy
2

R̂(x, y; x0, y0, h)dxdy = U(x0, y0),
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where Hx := N−1
x , Hy := N−1

y (Nx, Ny ∈ N);

x0 ∈
{Hx

2
(2i− 1)

}Nx

i=1
, y0 ∈

{Hy

2
(2j − 1)

}Ny

j=1
;

σij are approximate values of desired density σ(x, y) at the points of collocation
(x0, y0). In this case, we used uniform subdivision of S11 onto elements, that is
Hx = Hy, and Nx = Ny.

3. A posteriori error estimation of (6) numerical
solution under the condition of 41 irregular

partition onto elements
In numerical solving of integral equation (6) the problem of obtained results

error estimation is actual from practical point of view. Taking into account
a priori information of desired density special behavior, the method based on
experience proved to be the most acceptable. Let us note that stable results ob-
taining is also important problem independently of S11 uniform or nonuniform
partition onto elements.

Let σε(P ) be a numerical solution of integral equation (6) that belongs to the
chosen approximation space. It generates approximate potential value at arbi-
trary point Q between charged condenser electrodes simulated by appropriate
surfaces:

Uε(Q) = (Aσε)(Q).

In addition, general error function eU of integral equation (6) approximate
solution may be represented as [1]

eU = Aσ −Aσε = A(σ − σε) = Aeσ,

where eσ is a solution of such integral equation

(Aeσ)(M) = U − (Aσε)(M), M ∈ S11. (7)

Integral equation (6) solution has irregular behavior near the contour of
unclosed surface S (essentially in the neighborhood of its corner points) [5].
Therefore, the reproduction of error function eU , speci�ed the level of boundary
values satisfaction, is established onto elements De. These elements appear in
the process of surface S sequential nonuniform partition (in the present case,
its congruent component S11). On De the function eU may reach maximum
values. Moreover, on De the function eσ is approximately equal to its value at
checking point T (see �g.1, �g.2):

eσ(T ) =
U − (Aσε)(T )∫

De

|T − P |−1dSP

.
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Fig. 1. Nonuniform partition

Fig. 2. Nonuniform partition in progress

Fig. 3. Checking elements Di

Selecting the furthest strategies of obtained results correction, it is possible
to use various methodologies. Let us consider the method, di�erent from pro-
posed in the paper [2], which is su�ciently e�ective for two-dimensional integral
equations numerical solution. The main idea of this strategy consists of the fol-
lowing. In the process of domain41 nonuniform subdivision let us consider not
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only one special element De but some set of elements where the desired function
errors are inadmissible. Taking into account the symmetry of obtained results
it is advisable to select such elements not far from the part of plate contour
(for example, on the last horizontal layer). Let D1, D2, . . . , DN (N ∈ N) be
above mentioned elements (see �g. 3). Then, if we use piece-wise approxima-
tion of eσ and equation (7), it is possible to �nd solution error on every element
Di, (i = 1, N):

eσ(Ti) =
U − (Aσε)(Ti)∫

De

|Ti − P |−1dSP

.

Let us denote by ek the solution error eσ on the element Dk (k = 1, N), that
is ek = eσ(Tk). Then, it needs to calculate the value ξ:

ξ =

√√√√√
N∑

k=1

‖ek‖2

N
.

At that time for the completeness of domain 41 subdivision process the
following condition must be ful�lled

‖ek‖
ξ

· 100% < TOL ∀ek, k = 1, N. (8)

If the condition (8) is ful�lled only for certain elements Dk and appropriate
errors ek, then it is needed later on to eliminate such elements out of previous
de�ned checking. Let us note that the disposition of elements Dk does not
strictly allocate, so its sampling must be realized in various ways. In this
connection, it is always necessary to control the obtained results of calculation.

4. The analysis of numerical experiments
Example 1. Illustration of calculation stability and analysis of results relia-

bility Using piece-wise approximation of σ(P ) (charge distribution density) for
Nx = Ny = 40 (the number of collocation points is 1600) we obtained the
following results:
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Fig. 4. Charge distribution density. Nx = Ny = 40
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Let us note, that uniform subdivision of S11 can be selected so that there
exists a point of collocation which will be present at the next division area. For
example, the following divisions of Nx = Ny = 6, Nx = Ny = 18 contain the
collocation point with coordinates (0.75 0.75). Justi�cation of approximation
schemes stability and hence the approximate solution results of integral equa-
tion solving are shown in the Tabl. 1. Approximative values of density σ(x, y) at
the checking points are not much di�erent from the values which were obtained
in the previous step of division.

Tabl. 1. Charge distribution density. Illustration of calculation stability
Point of collocation (x,y) Nx = Ny

6 18 54
(0.250,0.250) 0.0531427 0.0519844 0.0515285
(0.250,0.917) 0.2005168 0.1459617 0.1482432
(0.917,0.250) 0.2005168 0.1459617 0.1482432
(0.917,0.917) 0.3955893 0.2588432 0.2699086

Absolute error eU of reproduced boundary values for Nx = Ny = 40 is
represented in the following �gure:
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Fig. 5. Absolute error of boundary values. Nx = Ny = 40
Example 2. Illustration of nonuniform partition approach. The comparison

between approaches Nonuniform partition is applied for better approximation
of charge distribution density function and decreasing error function, especially
near the contour of unclosed surface. Two parameters are important for this
approach: the �rst one is initial partition of the surface, and the second is the
number or steps of nonuniform partition; these parameters a�ect to the results
of calculation. Absolute error of reprodused boundary values is shown in the
Fig. 6, in the case when initial partition is Nx = Ny = 2. The number of
iterations (steps) for nonuniform partition is 9.

The results in this �gure re�ect the impact of initial partition parameter
to the error function: error was reduced near the contour of surface but was
not decreased onto others elements. So, next �gure displays the results of
calculation with di�erent initial partition.
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Fig. 6. Absolute error of reproduced boundary values. Nonuniform partition
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Fig. 7. Absolute error of boundary values. First partition (Nx = Ny = 8)
The Fig. 7 presents an absolute error of boundary values for the �rst partition

Nx = Ny = 8 and the number of iteration for nonuniform division is 6.
The following two tables represent comparing of surface partition approaches

(uniform and nonuniform) and summarize obtained results. The tables contain
values of error function at checking points near the contour and comparison of
these tables concludes that nonuniform partition is more e�ective for solving
integral equations of such type.

Tabl. 2. Uniform partition
y/x 0.85 0.95 0.995 0.9995
0.85 0.00303 0.00124 0.08051 0.09443
0.95 - 0.02228 0.10008 0.11801
0.995 - - 0.15808 0.17186
0.9995 - - - 0.18295

The Tabl. 2 represents Nx = Ny = 8. The number of collocation points is 64.
In the Tabl. 3 initial partition Nx = Ny is equal to 2. The number of steps

for nonuniform partition is 4. The number of collocation points is 79.
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Tabl. 3: Nonuniform partition
y/x 0.85 0.95 0.995 0.9995
0.85 0.00385 0.01239 0.04937 0.06633
0.95 - 0.02971 0.04802 0.07266
0.995 - - 0.110306 0.13008
0.9995 - - - 0.14557

So, by the example of the concrete model problem solving it is shown how,
taking into account the speci�city of initial data, to solve the problem of integral
equation special representation. In the process of appropriate numerical scheme
constructing such a representation gives the possibility to essentially simplify
the use of a priori information on desired solution. The last is important for
objectifying various correction procedures of obtained results on the basis of
special estimators. With the help of proposed estimators the e�ective solution
of initial integral equation were received.
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ARITHMETICAL COMPLEXITY OF MODIFIED FULLY
DISCRETE PROJECTION METHOD FOR THE PERIODIC

INTEGRAL EQUATIONS

E.V. SEMENOVA

Ðåçþìå. Ðîçãëÿäà¹òüñÿ çàäà÷à ñêîðî÷åííÿ îáñÿãó iíôîðìàöiéíèõ çàòðàò
ïðè ðîçâ'ÿçàííi ïåðiîäè÷íèõ iíòåãðàëüíèõ ðiâíÿíü ç ìiíiìàëüíîþ ïîõèá-
êîþ. Äëÿ öüîãî ïðîïîíó¹òüñÿ äåÿêà ìîäèôiêàöiÿ ïîâíiñòþ äèñêðåòíîãî
ïðîåêöiéíîãî ìåòîäó. Äîâåäåíî, ùî öÿ ìîäèôiêàöiÿ çáåðiãà¹ íàéêðàùó
òî÷íiñòü ÷èñåëüíîãî ìåòîäó â ìåòðèöi ñîáîë¹âñüêèõ ïðîñòîðiâ ç îáñÿãîì
àðèôìåòè÷íèõ äié N log N çà ïîðÿäêîì.
Abstract. The reduction of arithmetical operations for the solving of pe-
riodic integral equations with minimal error bound is considered. For this
some modi�cation of a fully discrete projection method was proposed. It was
proved that such modi�cation guarantees the best possible accuracy of the nu-
merical method in the metric of Sobolev spaces with the order of arithmetical
operations N log N .

1. Introduction
Periodic integral equations are frequently found in various problems of nat-

ural sciences that can be described by a boundary value problems such as
Laplace or Helmholz equations. To illustrate this, we rewrite Dirichlet problem
for Laplace equation on the simply connected domain Ω. So it takes the form

4G(X) = 0, X ∈ Ω, (1)
G(X) = g(X), X ∈ Γ = ∂Ω, (2)

where Γ is a smooth boundary of domain Ω and function g is continuous. As
it is well-known (see [8]), the problem (1) has a unique solution under quite
natural condition on Γ. Solving (1) by direct method, using the representation
of the function G(X), X ∈ Ω in the form of a simple-layer potential, we derive
to a boundary integral equation

Su = g, (3)

where S is a single layer operator with logarithmic kernel and u = ∂G
∂n

is
a normal derivation on the boundary. Note that by so-called Cauchy data
(G|Γ, ∂G

∂n

∣∣
Γ
) we can easily �nd the function G(X) for X ∈ Ω. Thus for solving

boundary value problem (1) it is necessary to solve periodic integral equation
of the �rst kind (3). It is such kind of problem that will be the object of our
investigation. Periodic integral equations are well-known and various aspects
of their solving in the metric of Sobolev spaces were investigated, for example,

Key words. Periodic integral equations, fully discrete projection method, GMRES.
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in [2], [4], [7]. The most widely-used approaches for numerical solving of periodic
integral equations are fully discrete collocation and projection methods that
applied together with selfregularization principle. In the paper we will consider
modi�cation of a fully discrete projection method that was �rstly proposed
for solving the integral Symm equation (see Example 1) in [4] and extended
on the class of pseudodi�erentional equation in [12]. Moreover we introduce
some additional projection in the method to reduce amount of arithmetical
operations.

2. Statement of the problems
In the space L2(0, 1) we consider the following integral equation

Au(t) = f(t), t ∈ [0, 1], (4)
where f is 1- periodic function and operator A has the form

A =
q∑

p=0

Ap, Apu(t) =
∫ 1

0
kp(t− s)ap(t, s)u(s)ds. (5)

Let's denote by C∞ = C∞([0, 1]2) the space C∞ of smooth 1-biperiodic
functions of both variables. Suppose that ap ∈ C∞([0, 1]2), p = 0, . . . , q, and

a0(t, t) 6= 0,∀t ∈ [0, 1]. (6)
Moreover assume that kp(t) is 1 - periodic function with known Fourier co-
e�cients k̂p(n) by trigonometric basis for each p = 0, . . . , q. Additionally we
suppose that for some α ∈ R and β > 0 the following inequalities

c00|n|α ≤ |k̂0(n)| ≤ c0|n|α, n ∈ Z/0, (7)

|k̂0(n)− k̂0(n− 1)| ≤ cnα−β, n ∈ Z, (8)
|k̂p(n)| ≤ cnα−β, n ∈ Z, p = 1, . . . , q, (9)

hold true, where c, c0, c00 > 0 and

n =
{ |n|, n ∈ Z/0

1, n = 0 .

Denote by Hλ1 and Hλ1,λ2 , −∞ < λ1, λ2 < ∞, Hilbert spaces of 1-periodic
functions and 1-biperiodic functions with the norm

‖u‖λ1 :=

(∑

n∈Z
|n|2λ1 |û(n)|2

)1/2

< ∞,

‖a‖λ1,λ2 :=


 ∑

(k,l)∈Z2

|k|2λ1 |l|2λ2 |â(k, l)|2



1/2

< ∞

respectively. Here

û(n) =
∫ 1

0
e−n(t)u(t)dt, â(k, l) =

∫ 1

0

∫ 1

0
e−k(t)e−l(s)a(t, s)dtds
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are Fourier coe�cients of functions u(t) and a(t, s) by trigonometric basis
{ek}+∞

k=−∞, where ek(t) = ei2πkt, t ∈ [0, 1].
In general case in the space H0 = L2(0, 1) operatorA is compact and problem

is unstable. But for considered class of equations (4) with (6)-(9) it is possible
to choose appropriate pair of spaces to regularized problem. As it was shown
in [7, Theorem 6.3.1], operator A under our assumptions creates isomorphism
between Hλ and Hλ−α for any λ ∈ R. That is why if f ∈ Hλ−α the equation
(4) has unique solution u ∈ Hλ. Let's consider more precisely the structure of
(4). Following [7, Ch.6], we rewrite the equation (4) in a such way

Au = Du +
q∑

p=1

A′pu = f ′, (10)

where Du =
∫ 1
0 k0(t − s)u(s)ds, A′0 := A′0 = 1

a0(t,t)

∫ 1
0 k(t − s)(a0(t, s) −

a0(t, t))u(s)ds, A′p := A′p = Ap

a0(t,t) for p = 1..q and f := f ′ = f
a0(t,t) . Note

that D ∈ L(Hλ,Hλ−α) is performing the isomorphism between the spaces Hλ

and Hλ−α and operators Ap ∈ L(Hλ,Hλ−α+β), p = 0, .., q are compact on the
pair of spaces Hλ and Hλ−α. Further we will deal with equation (10) instead
of (4).

Thereafter for all λ ≤ µ there are constants c′λ, c′′λ > 0, such that for any
v ∈ Hλ the following inequality

c′λ‖v‖λ ≤ ‖Av‖λ−α ≤ c′′λ‖v‖λ (11)
holds true.

Further we assume that exact solution of equation (4) belongs to some
Sobolev spaces, namely u ∈ Hµ for some µ > α + 1/2 and ‖u‖µ ≤ 1. Then due
to conditions (11) we have that f ∈ Hµ−α and ‖f‖µ−α ≤ c′′µ.

Note that classical elliptic pseudodi�erential equations are included in the
class of equations (4) with conditions (6)- (9) (see for detail [6]). Below we
rewrite the examples of some equations that satisfy the conditions (6)- (9).

Example 1. The typical example of equation from the class under consider-
ation is an integral Symm's equation

Au(t) :=
∫ 1

0
k0(t− s)u(s)ds +

∫ 1

0
a1(t, s)u(s)ds = f(t), (12)

k0(t− s) = log | sinπ(t− s)|, (13)

a1(t, s) =





log |γ(t)−γ(s)|
| sin π(t−s)| , t 6= s

log(|γ′(t)/π|), t = s

.

As it is known, the kernel a1(t, s) of operator A1 presents the C∞-smooth and
1-biperiodic function and Fourier coe�cients k0 have the view

k̂0(n) =
{ 1

2|n| , n ∈ Z/0
log 2, n = 0.
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It is evident that conditions (6)-(9) are satis�ed for a0(t, s) = k1(t, s) ≡ 1,
α = −1 and any β > 0.

Example 2. The integral equation
∫ 1

0
|x(t)− x(s)|2 log |x(t)− x(s)|u(s)ds = f(t), t ∈ [0, 1],

arises for solving biharmonic Dirichlet problems in the bounded domain with
smooth Jordan boundary (see for more detailed information, for example, [1], [7,
Ch. 6]). Rewrite the equation in the form

∫ 1

0
k0(t− s)a0(t, s)u(s)ds +

∫ 1

0
a1(t, s)u(s)ds = f(t),

where
a0(t, s) =

|x(t)− x(s)|2
sin2 π(t− s)

for t 6= s, a0(t, t) =
|x′(t)|2

π2
,

a1(t, s) = |x(t)− x(s)|2 log
|x(t)− x(s)|
| sinπ(t− s)| for t 6= s, a1(t, t) ≡ 0,

k0(t) = sin2 πt log | sinπt|.
The Fourier coe�cients k0 are known and have the following view k̂0(0) =
−1

2 log 2 + 1
4 ,

k̂0(±1) = 1
4 log 2− 3

16 ,

k̂0(n) =
1

4|n|(n2 − 1)
, |n| ≥ 2.

It is easy to see that conditions (7)-(9) satis�ed for α = −3, β = 1. Thus,
the equation under consideration is also included in the investigated class of
problems.

To make more precise the smoothness properties of functions ap, p = 0, . . . , q,
we introduce in consideration the space of Gevre function of Roumieu type
(see [3, p.112]):

Gη1,η2 =
{

a ∈ C∞ : ‖a‖2
η1,η2

:=

:=
∞∑

k,l=−∞
|â(k, l)|2e2η2(|k|1/η1+|l|1/η1 ) < ∞

}
, η1, η2 > 0.

(14)

Note that with η1 = 1 by (14) it follows that function a(t, s) has analytic
continuations in both variables into the strip {z : z = t + is, |s| < η2

2π} of
complex plane. Further suppose that ap ∈ Gη1,η2 , p = 0, . . . , q, for some η1 ≥ 1
and η2 > 0. It should be noted that condition (14) doesn't restrict the class
of equation under consideration but allows to take better into account the
smoothness of kernels ap. At �rst such assumption for ap was proposed in
the paper [4], which considered particular case of mentioned class of periodic
integral equations, namely Symm integral equation.

In the paper we state the aim to reduce the amount of arithmetical operations
of fully discrete projection method for solving (4) with conditions (7)-(9) and
(14). For that we propose modi�cation of the method that should not in�uence
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on the best error accuracy of solution for a priori case of choosing regularization
parameter.

3. Auxiliary statements
For further presentation of our results we will use the following notations.

Let's introduce n-dimensional subspaces of trigonometric polynomials
TN = {uN : uN (t) =

∑

k∈ZN

ckek(t)},

ZN =
{

k : −N

2
< k ≤ N

2
, k = 0,±1,±2, . . .

}
. (15)

Denote by PN and PΩ orthogonal projectors
PNu(t) =

∑

k∈ZN

û(k)ek(t) ∈ TN ,

PΩN
a(t, s) =

∑

l,k∈ΩN

â(k, l)ek(t)el(s) ∈ TN × TN ,

where ΩN is some domain on coordinate plane restricted by square
(−N/2, N/2]× (−N/2, N/2]. Also denote by QN and QN,N interpolation pro-
jectors, such that QNu(t) ∈ TN , QN,Na(t, s) ∈ TN × TN and on the uniform
grid it holds true

(QNu)(jN−1) = u(jN−1), j = 1, 2, . . . , N,

(QN,Na)(jN−1, iN−1) = a(jN−1, iN−1), j, i = 1, 2, . . . , N.

It is well-known (see, for example, [7, Ch.8]), that

‖u− PNu‖λ ≤
(

N

2

)λ−µ

‖u‖µ, λ ≤ µ, u ∈ Hµ, (16)

‖u−QNu‖λ ≤ cλ,µNλ−µ‖u‖µ, 0 ≤ λ ≤ µ, µ >
1
2
, u ∈ Hµ, (17)

where cλ,µ =
(

1
2

)λ−µ
γµ, and γµ =

(
1 + 2

∑∞
j=1

1
j2µ

) 1
2
.

Moreover, for any vN ∈ TN according to inverse Bernshtein inequality it
holds

‖vN‖µ ≤
(

N

2

)µ−λ

‖vN‖λ, λ ≤ µ. (18)

4. Discretization of operator Ap, p = 0, . . . , q
Note that operator D has simple structure and doesn't need any additional

discretization. Thus we need to discretize only operators Ap for each p =
0, . . . , q,. This will be done further.

Let's consider the following domain of coordinate plane

Dη1

M = {(k, l) : |k|1/η1 + |l|1/η1 <

(
M

2

) 1
η1

, k, l = 0,±1,±2 . . .} (19)

Note that Dη1

M ⊆ D1
M for all η1 ≥ 1.
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Assume that the discrete information about kernels ap(t, s) and right hand
side f is given in the knots of uniform grids

(
j1
M , j2

M

)
, where j1, j2 = 1..M.

Let's approximate the kernels ap in the following way
ap,M = PD

η1
M

QM,Map, (20)

where PD
η1
M

is ortoprojector on span of vectors {ei, ej} such that (i, j) ∈ Dη1

M .

Then the operators Ap,M can be approximate by

Ap,Mu(t) =
∫ 1

0
kp(t− s)ap,M (t, s)u(s)ds. (21)

where function ap,M has the form (20). To �nd the approximative properties
of operator (21) we state the following auxiliary lemmas.
Lemma 1. Let a ∈ Gη1,η2 for η1 ≥ 1, then for ∀λ1, λ2 and

M > 2
(

max{λ1, λ2}η1

η2

)η1

it holds true

‖a− PD
η1
M

a‖λ1,λ2 ≤
(

M

2

)λ1+λ2

e−2η2(M
2 )1/η1‖a‖η1,η2 .

Proof. We rewrite the norm of element a− PD
η1
M

a in the following way

‖a− PD
η1
M

a‖2
λ1,λ2

≤ ‖
∑

|k|>0

∑

l:(k,l)/∈D
η1
M

â(k, l)ek(t)el(s)‖2
λ1,λ2

=

=
∑

|k|>0

∑

l:(k,l)/∈D
η1
M

|k|2λ1 |l|2λ2 |â(k, l)|2 =

=
∑

|k|>0

∑

l:(k,l)/∈D
η1
M

|k|2λ1 |l|2λ2 |â(k, l)|2e−k,le
+
k,l =: S1,

where e±k,l = e±2η2(|k|1η1+|l|1/η1 ). Further it is worth to estimate the norm of S1

depending on values k and l.
At �rst we consider the case then |k| < M

2 , |l| < M
2 and (k, l) /∈ Dη1

M . In the
view of fact that maxk,l/∈D

η1
M
|k|2λ1 |l|2λ2e−k,l = (M

2 )2(λ1+λ2)e−4η1(M
2 )1/η2 we have

S1 =
∑

|k|< M
2

∑

|l|< M
2

:(k,l)/∈D
η1
M

|k|2λ1 |l|2λ2 |â(k, l)|2e−k,le
+
k,l =

=
(

M

2

)2(λ1+λ2)

e−4η2(M
2 )1/η1‖a‖2

η1,η2
.

Let consider the element S1 for the case |k| < M
2 , |l| ≥ M

2 and (k, l) /∈ Dη1

M ,
then

S1 =
∑

|k|< M
2

|k|2λ1
∑

|l|≥M
2

:(k,l)/∈D
η1
M

|l|2λ2 |â(k, l)|2e−k,le
+
k,l.
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Since the function x2νe−2η2x
1

η1 has the maximum in the point x1 =
(

νη1

η2

)η1

,
then for all

|l| > M

2
≥

(
λ2η1

η2

)η1

it holds true

|l|2λ2e−2η2|l|1/η1
<

(
M

2

)2λ2

e−2η2(M
2 )1/η1

.

With account of this we have

S1 =
∑

|k|< M
2

|k|2λ1e−2η2|k|1/η1
∑

|l|≥M
2

:(k,l)/∈D
η1
M

|l|2λ2 |â(k, l)|2e−k, le+
k,l ≤

≤
(

M

2

)2(λ1+λ2)

e−4η2(M
2 )1/η1‖a‖2

η1,η2
.

For the third case when |k| > M
2 , l < M

2 , (k, l) /∈ Dη1

M the estimation of S1

can be found similar to the second one, namely we get

S1 =
∑

|k|> M
2

|k|2λ1e−2η2|k|1/η1
∑

0<|l|< M
2

:(k,l)/∈D
η1
M

|l|2λ2e2η2|l|1/η1 |â(k, l)|2e+
k,l

≤
(

M

2

)2(λ1+λ2)

e−4η2(M
2 )1/η1‖a‖2

η1,η2
.

And in the last case when |k| > M
2 , |l| > M

2 , the element S1 can be easily
estimated as in the cases above, namely we have

S1 =
∑

|k|≥M
2

∑

|l|≥M
2

|k|2λ1 |l|2λ2e−k,l|â(k, l)|2e+
k,l

≤
(

M

2

)2(λ1+λ2)

e−4η2(M
2 )1/η1‖a‖2

η1,η2

for M ≥
(

max{λ1,λ2}η1

η2

)η1

.

Summarizing all cases considered above, we arrive to statement of lemma.

Lemma 2. Let a ∈ Gη1,η2 for η1 ≥ 1, then for λ1, λ2 > 1/2 and

M > 2
(

max{λ1, λ2}η1

η2

)η1

it holds true

‖a− PD
η1
M

QM,Ma‖λ1,λ2 ≤ c1

(
M

2

)λ1+λ2

e−2η2(M
2 )1/η1‖a‖η1,η2 ,

where c1 = z1 + 1, z1 := z1(λ1, λ2) = γλ1 + γλ2 + γλ1γλ2 .

66



NUMERICAL MODELLING OF TEMPERATURE FIELDS ...

Proof. Due to simple transformation we have

‖a− PD
η1
M

QM,Ma‖λ1,λ2 ≤ ‖PD
η1
M

(a−QM,Ma)‖λ1,λ2 + ‖(I − PD
η1
M

)a‖λ1,λ2 .

For the further estimation we need the previous result, that was obtained in
Lemma 2 [10]. Namely, for λ1, λ2 > 1/2 it holds true

‖a−QM,Ma‖λ1,λ2 ≤ z1

(
M

2

)λ1+λ2

e−2η2(M
2 )1/η1‖a‖η1,η2 .

Using inequality above and lemma 1 we have

‖a− PD
η1
M

QM,Ma‖λ1,λ2 ≤ ‖a− P η1

DM
a‖λ1,λ2 + ‖PD

η1
M

(QM,Ma− a)‖λ1,λ2 ≤

z1

(
M

2

)λ1+λ2

e−2η2(M
2 )1/η1‖a‖η1,η2 +

(
M

2

)λ1+λ2

e−2η2(M
2 )1/η1‖a‖η1,η2 ≤

≤ c1

(
M

2

)λ1+λ2

e−2η2(M
2 )1/η1‖a‖η1,η2 ,

what was to be proved.
For the further analysis we need following results

Proposition 2. [7, Lemma 6.1.3] Let k(t) be 1 - periodic function such that

|k̂(n)| ≤ c0n
α n ∈ Z. (22)

Then for any λ > 1
2 it ful�ls

∥∥∥∥
∫ 1

0
k(t− s)v(t, s)ds

∥∥∥∥
λ−α

≤ c02λ−α+1γλ−α‖v‖λ,λ−α,

where c0 is some constant and v(t, s) is 1-biperiodic function in Sobolev space
Hλ,λ−α.

Proposition 3. [7, Lemma 6.1.1] For any λ1, λ2 ≥ 1
2 , u, a ∈ Hλ1,λ2 it holds

true
‖au‖λ1,λ2 ≤ z2‖a‖λ1,λ2‖u‖λ1,λ2 ,

where z2 := z2(λ1, λ2) = 2λ1+λ2+2γλ1γλ2 .

Further we need the following additional bounds. Namely using the propo-
sitions 2, 3 and integral representation of Ap it is easy to �nd that for any
λ1 > 1/2 and λ2 > 1/2

‖Ap‖λ1,λ2 ≤ z3‖ap‖λ1,λ2 , (23)

where z3 := z3(λ1, λ2) = 2λ1+1γλ1z2(λ1, λ2) is some increasing function. Now
we are ready to prove the error of approximation for the operator
Ap ∈ L(Hλ,Hλ−α) by Ap,M . The corresponding result is formulated in the
lemma 3.
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Lemma 3. Let Ap has the form (5) for all p = 0, . . . , q and the conditions
(6)-(9) are ful�lled. Moreover we assume that ap ∈ Gη1,η2 , p = 0..q for η1 ≥ 1

and η2 > 0. Then for all λ > max{1
2 , 1

2 + α} and M > 2
(

η1

η2
max{λ, λ− α}

)η1

it holds true

‖Ap −Ap,M‖λ,λ−α ≤ c2‖a‖η1,η2

(
M

2

)2λ−α

e−2η2(M
2 )1/η1

,

where c2 = c1c02λ−α+1γλ−αz2.

Proof. Taking into account Lemma 1, the Propositions 2 and 3, we have

‖(A−Ap,M )‖λ−α = ‖
∫ 1

0
kp(t− s)(ap − PD

η1
m

QM,Map)(t, s)u(s)ds‖λ−α ≤

≤ c02λ−α+1γλ−α‖(ap − PD
η1
m

QM,Map)(t, s)u(s)‖λ−α ≤
≤ c02λ−α+1γλ−αz2‖ap − PD

η1
m

QM,Map‖λ,λ−α‖u(s)‖λ ≤

≤ c2

(
M

2

)2λ−α

e−2η2(M
2 )

1
η1 ‖ap‖η1,η2‖u(s)‖λ,

which was to be proved.
Corollary 3. From Lemma 3 follows that

‖
q∑

p=0

Ap −Ap,M‖λ,λ−α ≤ c2(q + 1) max
p
{‖ap‖η1,η2}

(
M

2

)2λ−α

e−2η2(M
2 )

1
η1

Now we are ready to propose fully discrete method for solving equations
under consideration.

5. Fully Discrete Projection Method
Taking into account representation (10), we approximate A as follows

AM = D + Pl

q∑

p=0

Ap,MPl, (24)

where l = N τ , for some 0 < τ < 1. Note that our approximate variant of A
is distinguished from respective approximation from [12] by using additional
projections Pl and PD

η1
m
. Such projection helps to bound the amount of arith-

metical operations. The right-hand side of equation (4) we approximate as
following

fN := QNf,

where N > M . The main idea of the fully discrete projection method (FDPM)
for equation (4) consists in solving the equation

AMuN := DuN + Pl

q∑

p=0

Ap,MPluN = QNf, (25)

where Ap,M has the view (21) and uN ∈ TN is considered as approximate
solution of (4). Note that by virtue of (7) and (8), it holds true Ap,M ∈
L(Hλ,Hλ−α+β), p = 0, . . . , q.
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Lemma 4. Let the conditions of Lemma 3 be satis�ed and f ∈ Hµ−α. Moreover
operator AM has the form (24). Then for all l ∼ N τ , τ ∈ [ µ−λ

µ−λ+β , 1) and
max{α + 1/2, 1/2} < λ < µ it holds true

‖(A−AM)‖λ,λ−α ≤ c3

(
N

2

)λ−µ

+ c4e
−2η2(M

2 )1/η1

(
M

2

)2λ−α

,

where
c3 := 2(q + 1) max

p
{‖ap‖µ,µ+β−α}z3(µ, µ + β − α),

c4 = c2(q + 1) max
p
{‖ap‖η1,η2}.

Proof. Due to simple transformation we have

A−AM = (I − Pl)
q∑

p=0

Apu+

+ Pl




q∑

p=0

Ap,M −
q∑

p=0

Ap


Pl + Pl

q∑

p=0

Ap(I − Pl).

(26)

Consider each summand separately.
By virtue of the fact that Ap ∈ L(Hλ,Hλ−α+β) for p = 0..q and taking into

account (16) and (23) we �nd that

‖(I − Pl)
q∑

p=0

Apu‖λ−α ≤
(

l

2

)λ−µ−β

‖
q∑

p=0

Apu‖µ−α+β ≤

≤
(

l

2

)λ−µ+β

(q + 1) max
p
{‖ap‖µ,µ+β−α}z3(µ, µ + β − α).

Because of l = N τ and N τ(λ−µ−β) ≤ Nλ−µ for τ ∈
[

µ−λ
µ−λ+β ; 1

)
, one can

derive the estimate

‖(I − Pl)
q∑

p=0

Apu‖λ−α ≤ (q + 1)max
p
{‖ap‖µ,µ+β−α}z3(µ, µ + β − α)

(
N

2

)λ−µ

.

Similar estimate holds for third summand from (26), namely

‖Pl(
q∑

p=0

Ap(I − Pl)u)‖λ−α ≤ ‖
q∑

p=0

Ap‖λ−β,λ−α‖(I − Pl)u‖λ−α ≤

≤
(

l

2

)λ−µ−β

(q + 1)max
p
{‖ap‖λ−β,λ−α}z3(λ− β, λ− α) ≤

≤
(

N

2

)λ−µ

(q + 1) max
p
{‖ap‖λ−β,λ−α}z3(λ− β, λ− α).
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The second summand from (26) we estimate with help of Lemma 3:

‖Pl(
q∑

p=0

Ap,M −
q∑

p=0

Ap)Pl‖λ,λ−α ≤

≤ c2(q + 1)max
p
{‖ap‖η1,η2}e−2η2(M

2 )1/η1

(
M

2

)2λ−α

.

Combing the corresponding bounds we get the statement of the lemma.
Lemma 5. Let the conditions of Lemma 3 are ful�lled. Then for any λ ∈
(max{α + 1/2, 1/2}, µ) and for su�ciently small N and M such that

c3

(
N

2

)λ−µ

+ c4e
−2η2(M

2 )1/η1

(
M

2

)2λ−α

<
c′λ
2

it holds true
‖v‖λ ≤ dλ‖AMv‖λ−α,

where dλ = 2
c′λ
.

Proof. Using the inequality (11) and lemma 4 we have

‖v‖λ ≤ 1
c′λ
‖Av‖λ−α ≤ 1

c′λ
(‖AMv‖λ−α + ‖(A−AM )v‖λ−α) ≤

≤ 1
c′λ

‖AMv‖λ−α

1− 1
c′λ

(
c3

(
N
2

)λ−µ + c4e
−2η2(M

2 )1/η1 (
M
2

)2λ−α
) ≤ 2

c′λ
‖AMv‖λ−α,

which was to be proved.
The estimation of accuracy for FDPM on the class of problems (4)-(9) with

nonperturbed input data is established in the following assertion (see for detail
[10]).
Theorem 1. Let the conditions (6)- (9) are ful�lled, and operator AM has the
form (24). Then for any λ ∈ (max{1/2 + α, 1/2}, µ), µ > α + 1/2 and for all

M, N : M > 2
(

η1

η2
max{λ, λ− α}

)η1

,

c3

(
N
2

)λ−µ + c4e
−2η2(M

2 )1/η1 (
M
2

)2λ−α
<

c′λ
2

(27)

it holds true

‖u− uN‖λ ≤ c5

(
N

2

)λ−µ

+ c6e
−2η2(M

2 )1/η1

(
M

2

)2λ−α

, (28)

where c5 = 1 + dλc′′λ + dλc3 + dλc′′µγµ−α, c6 = dλc4.

Proof. Using the inequality (16) and ‖u‖µ ≤ 1 we �nd

‖u− uN‖λ ≤ ‖u− PNu‖λ + ‖PNu− uN‖λ ≤
(

N

2

)λ−µ

+ ‖PNu− uN‖λ (29)

Using Lemma 5 it is easy to �nd the bounds for second summand in (29),
namely

‖PNu− uN‖λ ≤ dλ‖AM (PNu− uN )‖λ−α ≤
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≤ dλ(‖(A−AM )PNu‖λ−α + ‖AMuN −APNu‖λ−α) ≤
≤ dλ(‖(A−AM )PNu‖λ−α + ‖QNf − f‖λ−α + ‖A(PNu− u)‖λ−α).

Taking into account the lemma 4, inequalities (11), (16), (17) and the fact that
‖u‖µ ≤ 1 we have

‖PNu− uN‖λ ≤ dλ

(
c3

(
N

2

)λ−µ

+ c4e
−2η2(M

2 )1/η1

(
M

2

)2λ−α

+

+c′′µγµ−α

(
N

2

)λ−µ

+ c′′λ

(
N

2

)λ−µ
)

.

Substituting the bound above in (29) we obtain the desired estimation.
Corollary 4. As follows from (16), the optimal error of recovering the elements
from u ∈ Hµ, λ < µ is the following

‖u− un‖λ ≤ nλ−µ‖u‖µ,

where un ∈ Tn is some approximation. From Theorem 1 follows that for M ³
logη1 N we have ‖u− uN‖λ ³

(
N
2

)λ−µ
, that establish optimality of the method.

6. Calculation of arithmetical operations
Let construct the matrix corresponding to the element PlAp,MPluN (t). Using

the fact that
∫

k0(t− s)ei(s)ds = k̂0(i)ei(t) we have

PlAp,MPluN (t) = Pl

∫ 1

0
kp(t− s)QM,Map(t, s)PluN (s)ds =

= Pl

∫ 1

0
kp(t− s)

∑

m,k∈D
η1
M

Q̂M,Map(m, k)em(t)ek(s)
∑

i∈Zl

û(i)ei(s)ds =

= Pl

∑

m,k∈D
η1
M ,i∈Zl

Q̂M,Map(m, k)û(i)em(t)
∫ 1

0
kp(t− s)ek+i(s)ds =

= Pl

∑

m,k∈D
η1
M ,i∈Zl

Q̂M,Map(m, k)k̂p(k + i)û(i)em+k+i(t) =

(30)

To obtain the matrix form of FDPM (25) one can make the following substitu-
tion ∣∣∣∣

m + k + i → m
k + i → k

∣∣∣∣
and as the result get

PlAp,MPluN (t) =
∑

m∈Zl


∑

i∈Zl

Λp,η1
m,i û(i)


 em(t),

where
Λp,η1

m,i =
∑

(m−k,k−i)∈D
η1
M ,k∈ZM+l

Q̂M,Map(m− k, k − i)k̂p(k).

71



E.V. SEMENOVA

Thus, the equation (25) can be rewritten as the system of linear equations

Dū +
q∑

p=0

Λp,η1 ū = f̄ , (31)

where ū = {û(i)}i∈ZN
is Fourier coe�cient of desired solution, f̄ = {f̂(i)}i∈ZN

is Fourier coe�cient for right-hand side and Λp,η1 = {Λp,η1
m,i }m,i∈Zl

.
Proposition 4. Calculation of matrix Λp,η1 requires N log N arithmetical op-
erations (a.o.) by the order.

Proof. Since Dη1

M ⊂ D1
M for η1 ≥ 1, then the biggest amount of arithmetical

operations is needed for calculation of matrix Λp,1 and we consider this case
below. Since (m−k, k− i) ∈ D1

M , then by the de�nition of the set D1
M we have

that m − i ∈ ZM . Let l = m − i and calculate the amount of a.o. for element
Λp,1

m,i near diagonal l. For that rewrite the element Λp,1
m,i in the following way

Λp,1
m,m−l = ym =

∑

ZM+l

Q̂M,Map(m−k, l−(m−k))k̂p(k) =
∑

k∈ZM+l

α(m−k)kp(k).

Using FFT, we can construct the element Λp,1
m,m−l for all m ∈ ZM+l with (M +

l) log(M + l) a.o. by the order. Because of l ∈ ZM , the total amount of a.o.
for constructing elements of matrix Λp,1 is M(M + l) log(M + l). Taking into
account the fact that l log l ∼ N for τ ∈ [ µ−λ

µ−λ+β , 1) we arrive to the required
result.

Let's calculate the amount of arithmetical operations that is necessary to
construct all the elements from equation (31).

� For the element Q̂M,Map(i, j) we apply the relation

Q̂M,Map(i, j) =
1

M2

M∑

l1=1

M∑

l2=1

ap(l1M−1, l2M
−1)ei(l1M−1)ej(l2M−1)

that can be calculated for all i, j ∈ ZM with the help of FFT by M2 log M
arithmetical operations.

� the elements of the vector f̄ can be calculated by the relation

f̂(i) =
1
N

N∑

=1

f(lN−1)ei(lN−1)

with the help of FFT by N log N a.o.
� the elements of Λp,η1 for l = N τ can be calculated by (N log N) a.o. (see

proposition 4).
Summarizing all items above, we can conclude that the total amount of a.o.

for constructing all elements from (25) is N log N by the order.

7. Perturbed input data
Following [7], suppose that instead of functions ap(t, s), p = 0, . . . , q and f(t)

we are given only some their pertubations ap,ε(t, s), p = 0, . . . , q, and fδ(t) is
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such that in the points of uniform grids it ful�ls

M−2




M∑

i,j=1

|ap,ε(iM−1, jM−1)− ap(iM−1, jM−1)|



1
2

≤ ε, p = 0, . . . , q,

N−1(
N∑

j=1

|fδ(jN−1)− f(jN−1)|2)1/2 ≤ δ‖f‖µ−α.

It is easy to show (see, for example, [7, p.100]), that mentioned estimations are
equivalent to

‖QM,M (ap − ap,ε)‖0,0 ≤ ε, p = 0, . . . , q, (32)
‖QN (fδ − f)‖0 ≤ δ‖f‖µ−α (33)

respectively. Then taking into account perturbation of input data the FDPM
for equation (10) becomes

AM,εuN,ε,δ = DuN,ε + Pl

q∑

p=0

Ap,M,εPluN,ε,δ = QNfδ, (34)

where Ap,M,εv(s) =
∫ 1
0 kp(t − s)PD

η1
M

QM,Map,ε(t, s)v(s)ds and uN,ε,δ ∈ TN is
approximate solution.

We pose the problem to solve equations (4) and (10) with perturbed input
data as (32) and (33) with minimal amount of discrete information (i.e. set of
values for functions fδ(t) and ap,ε(t, s) in the points of uniform grid). At the
same time arithmetical expenses should be less in comparison with methods
known earlier (see, for example, [7] and [12]).

To achieve the aim of our investigation at �rst we state some auxiliary esti-
mations.
Lemma 6. Let estimation (32) is satis�ed then for any λ ≥ max{1/2, α+1/2}
it holds true

‖AM −AM,ε‖λ,λ−α ≤ c7

(
M

2

)2λ−α

ε,

where c7 = c02λ−α+1γλ−αz2(λ, λ− α)(q + 1).

It is easy to �nd that

(AM −AM,ε)u = Pl(
q∑

p=0

Ap,M −Ap,M,ε)Plu.

Using Proposition 2, 3, inequalities (18) and (32) we have
‖(AM −AM,ε)v‖λ−α ≤

≤ ‖
q∑

p=0

Pl

∫ 1

0
k(t− s)PD

D
η1
M

QM,M (ap,ε − ap)(t, s)Plv(s)ds‖λ−α ≤

≤ c02λ−α+1γλ−αz2(λ, λ− α)
q∑

p=0

‖QM,M (ap,ε − ap)‖λ,λ−α‖Plv‖λ ≤
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≤ (q + 1)c02λ−α+1γλ−αz2(λ, λ− α)
(

M

2

)2λ−α

ε‖v‖λ,

which is the required result.
Lemma 7. Let estimation (32) is satis�ed and AM,ε has the form (34). Then
for M such that

dλc7

(
M

2

)2λ−α

ε ≤ 1
2

(35)

operator AM,ε is invertible between spaces Hλ and Hλ−α and the following holds
true

‖u‖λ ≤ 2dλ‖AM,εu‖λ−α. (36)
The lemma can be proved in a similar way as lemma 5 by using the statements

of lemmas 5 and 6.
Lemma 8. Let the conditions (6)-(9) and (32), (33) ful�l and a ∈ Gη1,η2 , η1 ≥
1, η2 > 0. Then for all λ ∈ (max{1/2, α + 1/2}, µ) it holds true

‖uN − uN,δ,ε‖λ ≤ c8

(
N

2

)λ−α

δ + c9

(
M

2

)2λ−α

ε,

where c8 = 2dλc′′µ and c9 = c10c72dλ with c10 ≤ 2 + dλ(c′′λ + c′λ
2 + c′′µγµ−α).

Proof. Using Lemmas 7 and 6, inequality (18) and (33) we �nd
‖uN − uN,δ,ε‖λ ≤ 2dλ‖AM,ε(uN − uN,δ,ε)‖λ−α ≤
≤ 2dλ‖AMuN −AM,εuN‖λ−α + +2dλ‖QNf −QNfδ‖λ ≤

≤ 2dλ

((
N

2

)λ−α

δ‖f‖µ−α + c7

(
M

2

)2λ−α

ε‖uN‖λ

)
.

(37)

Using (28) and (27) we bound the norm of element uN as follows:
‖uN‖λ ≤ ‖u‖λ + ‖u− uN‖λ ≤

≤ ‖u‖λ + c5

(
N

2

)λ−µ

+ c6e
−2η2(M

2 )1/η1

(
M

2

)2λ−α

≤ c10.

Substituting the estimation above in (37) and taking into account (11) we derive
desired estimation.

8. Selection of the discretization levels
Generalizing the results of the previos section we rewrite general estimation

of error for FDPM. By virtue of Theorem 1 and Lemma 7, the accuracy of
method (34) is estimated as

‖u− uN,δ,ε‖λ ≤ ‖u− uN‖λ + ‖uN − uN,δ,ε‖λ ≤

≤ c5

(
N

2

)λ−µ

+ c6e
−η2(M

2 )1/η1

(
M

2

)2λ−α

+

+ c8

(
N

2

)λ−α

δ + c9

(
M

2

)2λ−α

ε.

(38)
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Further following the paper [12] we consider the problem to select such levels
of discretization N and M that minimize the error bound (38). Here we consider
only the case then smoothness of parameters µ is known precisely (a priori case).
1. A priori selection of parameter. The problem of a priori selection of
discretization levels was described in detail in [12] for class of equations under
consideration. Here we slightly modify FDPM. However, as we can see below,
it doesn't in�uence on the best accuracy of the method.

Further we denote by [q] the integer part of number q and formulate the
theorem that establishes a priori rule for choosing discretization parameter.
Theorem 2. Let the conditions (6)-(9) ful�l and input data are perturbed as
(33) and (32). Then for any λ ∈ (max{1/2, α + 1/2}, µ), µ > α + 1/2 with
choosing the discretization parameters according to rule

M̄ =
[
2

(
1

2η2
log

c13

ε

)η1
]

, (39)

N̄ =

[
2

(
c8δ

c5

) 1
α−µ

]
(40)

the error bound of the method (34) has the form

‖u− uN,δ,ε‖λ ≤ c11δ
µ−λ
µ−α + c12ε logη1(2λ−α) c13

ε
, (41)

where
c11 = (c8)

λ−µ
α−µ c

λ−α
µ−α

5 , c12 =
c6

c13

(
1

2η2

)η1(2λ−α)

and
c13 =

c1

c10
max

p
{‖a‖η1,η2}.

Proof. Direct substitution (39) and (40) in (38) gives the statement of theo-
rem.
Remark 4. It is evident that condition (35) ful�ls with choosing M according
(39) for su�ciently small ε. Let's check that condition (27) also holds true.
From (39) it follows that

c13e
−2η2(M

2 )1/η1

= ε.

Then taking into account the relation above and (40) we can conclude that
condition (27) takes place sor su�ciently small ε.

2. Fast solving of FDPM (34). Following [6] for fast solving (34), we pro-
pose to use GMRES. Such approach for solving problem under consideration
has been detailed in [6] and here we only rewrite main points. Denote by

SN := D + Pl

q∑

p=0

Ap,M,εPl.

It is evident that SN is invertable operator (see lemma 7) that acts in TN . Thus
according to theory we can apply GMRES with operator SN and right-hand
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side fN with respect to the space Hα. The procedure concludes in constructing
sequence unN that satis�es the condition for n = 1, 2, . . .

‖SNunN − fN‖α = min
u∈Kn(SN ,fN )

‖SNu− fN‖α,

where Kn(SN , fN ) is well-known Krylov space. As the stopping rule we consider
the discrepancy principle

‖SNunN − fN‖α ≤ cδ‖fN‖α, (42)
where unN is n-iteration of GMRES that we consider as approximation for uN .

Now we are ready to establish the accuracy of GMRES approximation for
our class of problems.
Theorem 3. Suppose that N,M → 0. Let n be the �rst number for which the
condition (42) ful�ls. Then the accuracy of GMRES applied to equation (34) is
the following

‖uN,δ,ε − uNn‖λ ≤ 2dλ

(
N

2

)λ−α

δ‖fN‖α. (43)

Moreover we have that n = O(log(N)).

Proof. Using Lemma 6 we have that
‖uN,δ,ε − uNn‖λ ≤ dλ‖AM,ε(uN,δ,ε − uNn)‖λ−α ≤ dλ‖fN −AM,εuNn‖λ−α.

Further applying the inequalities (18) and (42) one can obtain

‖uN,δ,ε − uNn‖λ ≤ 2dλ

(
N

2

)λ−α

δ‖fN‖α,

what was to be proved.
Remark 5. As we can see from Theorem 3 the accuracy of FDPM method in
combination with GMRES is the following

‖u− uNn‖λ ≤ O(δ
µ−λ
µ−α + ε logη1(2λ−α) 1

ε
).

Such accuracy of FDPM in the case of ε = 0 is optimal by the order (see [11]).
Remark 6. For the realization of GMRES we need at every iteration to com-
pute a matrix-vector product SNfN . Due to the structure of SN as (34) and
relation (30), the calculation can be performed by l ·M2 operations. Since M =
O(log N) (see corollary 4), then due to N = l log l for l = N τ , τ ∈ [ µ−λ

µ−λ+β , 1)
we have that constructing of matrix-vector product SNfN requires N log N a.o.
Moreover, as it is known, for realization of GMRES O(nl) �oating-point oper-
ations must be computed at the n-th iteration, i.e on the n-th step we need
O(N log N) a.o. Thus total amount of a.o. for solving (10) is limited by
O(N log N) by the order.
Remark 7. Let us suppose that ε ≥ cδ and calculate the amount of necessary
discrete information for equation (4) to implement the proposed method (34)
with the accuracy (41). It is evident that in that case M does not exceed the
magnitude O(log(N)). So, for the discretization of Ap,ε less than O(log2 N)
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values of kernels ap,ε(t, s) in the points of the uniform grid should be used.
Note, that in the monograph [7] for the realization of the fully discrete projection
method (34) at M = N the order of discrete information was estimated as
O(N log N) .
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COMBINED NEWTON-KURCHATOV METHOD UNDER
THE GENERALIZED LIPSCHITZ CONDITIONS FOR
THE DERIVATIVES AND DIVIDED DIFFERENCES

S.M. SHAKHNO

Ðåçþìå. Äîâåäåíî ëîêàëüíó çáiæíiñòü êîìáiíîâàíîãî iòåðàöiéíîãî ïðî-
öåñó, ïîáóäîâàíîãî íà îñíîâi ìåòîäó Íüþòîíà i ìåòîäó ëiíiéíî¨ iíòåðïîëÿ-
öi¨ Êóð÷àòîâà, äëÿ ðîçâ'ÿçóâàííÿ íåëiíiéíèõ îïåðàòîðíèõ ðiâíÿíü â áàíà-
õîâîìó ïðîñòîði çà óçàãàëüíåíèõ óìîâ Ëiïøèöÿ äëÿ ïîõiäíèõ ïåðøîãî
ïîðÿäêó i ïîäiëåíèõ ðiçíèöü ïåðøîãî òà äðóãîãî ïîðÿäêó. Âèçíà÷åíî
ðàäióñ êóëi çáiæíîñòi i øâèäêiñòü çáiæíîñòi ìåòîäó, çíàéäåíî îáëàñòü
¹äèíîñòi ðîçâ'ÿçêó íåëiíiéíîãî ðiâíÿííÿ.
Abstract. The local convergence of combined iterative process, built on the
basis of Newton's method and Kurchatov's method of linear interpolation, for
solving of nonlinear operator equations in Banach space under the generalized
Lipschitz conditions for the derivative of the �rst order and divided di�erences
of the �rst and second order is proved. The radius of the convergence ball
and convergence order of the method are determined, the ball of uniqueness
of the solution of nonlinear equation is found.

1. Introduction
In this study we are concerned with the problem of approximating a

locally unique solution x∗ ∈ D of equation

F (x) + G(x) = 0, (1)

where F is a Fr�echet-di�erentiable nonlinear operator on an open convex subset
D of a Banach space X with values in a Banach space Y , and G : D → Y is a
continuous nonlinear operator.

Let x, y be two points of D. A linear operator from X into Y , denoted
δG(x, y), which satis�es the condition

δG(x, y)(x− y) = G(x)−G(y) (2)

is called a divided di�erence of G at points x and y.
Let x, y, z be three points of D. A operator δG(x, y, z) will be called a divided

di�erence of the second order of the operator G at the points x, y and z , if it
satis�es the condition

δG(x, y, z)(y − z) = δG(x, y)− δG(x, z). (3)

Key words. Banach space, Newton's method; Kurchatov's method; Combined iterative
method; Divided di�erence; Local convergence; Convergence order; Generalized Lipschitz
condition.
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A well-known simple di�erence method for solving nonlinear equations
F (x) = 0 is the Secant method

xn+1 = xn − (δF (xn−1, xn))−1F (xn), n = 0,1,2, . . . , (4)
where δF (xn−1, xn) is a divided di�erence of the �rst order and x0, x−1 are
given.

Secant method for solving nonlinear operator equations in a Banach space
was explored by the authors [5,14,15,19,30] under the condition that the divided
di�erences of a nonlinear operator F satisfy the Lipschitz (H�older) condition
with constant L of type

‖δF (x, y)− δF (u, v)‖ ≤ L(‖x− u‖+ ‖y − v‖).
In [11] it was proposed one-point iterative Secant-type method with memory.
In [29] it was explored the Kurchatov method under the classical Lipschitz
conditions for the divided di�erences of the �rst and second order and it was
determined the quadratic convergence of it. The iterative formula of Kurchatov
method has the form [4,5, 18,29]

xn+1 = xn − (δF (2xn − xn−1, xn−1))−1F (xn), n = 0,1,2, . . . , (5)
where δF (u, v) is a divided di�erence of the �rst order, x0, x−1 are given.

In paper [20] Potra investigated the three-point di�erence method with con-
vergence order 1.839 . . . for classical Lipschitz conditions for divided di�erences
of the �rst and second order [20]

xn+1 = xn −A−1
n F (xn),

An = δF (xn, xn−1) + δF (xn−2, xn)− δF (xn−2, xn−1), n = 0,1,2, . . . ,
(6)

x0, x−1, x−2 are given. This method �rst has been proposed for scalar nonlinear
equations by Traub in [30].

Regarding the local convergence of Newton method, Traub andWozniakowski
in [31] and Wang in [33] gave the best estimate of the radii of convergence balls
when the �rst derivatives are Lipschitz continuous around a solution.

Besides, there are a lot of the works on the weakness and/or extension of the
hypothesis made on the nonlinear operators; see works of Argyros, Ezquerro,
Hernandez, Rubio, Gutierrez, Wang, Li [5,12,13,32�35] and references therein.
In particular, Wang introduced in [33] the notions of generalized Lipschitz con-
ditions or Lipschitz conditions with L average, where instead of constant L it
is used some positive integrable function.

The center Lipschitz condition with L average in the inscribe sphere makes
us unify the convergence criteria containing the Kantorovich theorem and the
Smale α-theory, while the radius Lipschitz conditions with L average unify
the estimates of the radii of convergence balls for operators with Lipschitz
continuous �rst derivatives and analytic operators [10,32,33].

In our work [27] for the �rst time we have introduced a similar generalized
Lipschitz condition for the operator of the �rst order divided di�erence and
under this condition the convergence of Secant method was studied and was
found that its convergence order is (1 +

√
5)/2. In the paper [26] we have
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introduced a generalized Lipschitz condition also for the divided di�erences
of the second order and we have studied the local convergence of Kurchatov
method (5).

Note that in many papers such as [1,2,7,16,21], the authors investigated the
Secant and Secant-type methods under the generalized conditions for the �rst
divided di�erences of the form

‖(δF (x, y)− δF (u, v)))‖ ≤ ω(‖x− y‖, ‖u− v‖) ∀x, y, u, v ∈ D, (7)

where ω : R+ ×R+ −→ R+ is continuous nondecreasing function in their two
arguments. Under these same conditions in the work of Argyros [4] it is proven
semilocal convergence of Kurchatov method and in [22] of Ren and Argyros the
semilocal convergence of combined Kurchatov method and Secant method. In
both cases only the linear convergence of the methods is received.

In this paper, we study the local convergence of the combined Newton�
Kurchatov method

xn+1 = xn − (F ′(xn) + δG(2xn − xn−1, xn−1))−1(F (xn) + G(xn)),
n = 0,1,2, . . . ,

(8)

where F ′(u) is a Fr�echet derivative, δG(u, v) is a divided di�erence of the �rst
order, x0, x−1 are given, which is built on the basis of the mentioned Newton and
Kurchatov methods under relatively weak, generalized Lipschitz conditions for
the derivatives and divided di�erences of nonlinear operators. Setting G(x) ≡ 0,
we receive the results for Newton method [33], and when F (x) ≡ 0 we get the
known results for Kurchatov method [26].

We �rst proposed the method (8) in the paper [28]. Semilocal convergence
of the method (8) under the classical Lipschitz conditions is studied in the
mentioned article, but there was determined the convergence only with the
order (1 +

√
5)/2.

In this article we prove the quadratic order of convergence of the method (8),
which is higher than the convergence order (1 +

√
5)/2 for the Newton�Secant

method [5, 8, 9, 23]

xn+1 = xn − (F ′(xn) + δG(xn−1, xn))−1(F (xn) + G(xn)),
n = 0,1,2, . . . ,

(9)

Method (9) was proposed in [9] and proved its convergence with the or-
der (1 +

√
5)/2 under the classical Lipschitz conditions for the �rst derivative

F ′(x) and bounded norm of the second-order divided di�erence δG(x, y, z). The
same order of convergence was received in [5] with weaker conditions - classical
Lipschitz conditions for the �rst derivative F ′(x) and the �rst-order divided
di�erence δG(x, y).

Note that in the work [23] we have considered combined Newton�Secant
method (9) and we have proposed a methodology of studying the convergence
of combined methods for solving nonlinear equations with nondi�erentiable
operator under the relatively weak, generalized Lipschitz conditions for the
�rst derivatives and divided di�erences of nonlinear operators. Under the same
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conditions in [24] it was studied the convergence of the combined two-step
method for the solution of nonlinear equations.

The results of the numerical study of the method (8) and other combined
methods on the test problems are provided in our works [25,28].

2. Local convergence of Newton�Kurchatov method
Lets denote B(x0, r) = {x : ‖x− x0‖ < r} an open ball of radius r > 0 with

center at point x0 ∈ D, B(x0, r) ⊂ D.
Condition on the divided di�erence operator δF (x, y)

‖δF (x, y)− δF (u, v)‖ ≤ L(‖x− u‖+ ‖y − v‖) ∀x, y, u, v ∈ D (10)
is called Lipschitz condition in domain D with constant L > 0. If the condition
is being ful�lled

‖δF (x, y)− F ′(x0)‖ ≤ L(‖x− x0‖+ ‖y − x0‖) ∀x, y ∈ B(x0, r), (11)
then we call it the center Lipschitz condition in the ball B(x0, r) with constant
L.

However L in Lipschitz conditions can be not a constant, and can be a pos-
itive integrable function. In this case, if for x∗ ∈ D inverse operator [F ′(x∗)]−1

exists, then the conditions (10 ) and (11) for x0 = x∗ can be replaced respec-
tively for

‖F ′(x∗)−1(δF (x, y)− δF (u, v)))‖ ≤

≤
∫ ‖x−y‖+‖u−v‖

0
L(z)dz ∀x, y, u, v ∈ D

(12)

and
‖F ′(x∗)−1(δF (x, y)− F ′(x∗))‖ ≤

≤
∫ ‖x−x∗‖+‖y−x∗‖

0
L(z)dz ∀x, y ∈ B(x∗, r).

(13)

Simultaneously Lipschitz condition (12) � (13) are called generalized Lipschitz
conditions or Lipschitz conditions with the L average.

Similarly, we introduce the generalized Lipschitz condition for the divided
di�erence of the second order

‖F ′(x∗)−1(δF (u, x, y)− δF (v, x, y))‖ ≤

≤
∫ ‖u−v‖

0
N(z)dz ∀x, y, u, v ∈ B(x∗, r),

(14)

where N is a positive integrable function.

Remark 8. Note than the operator F is Fr�echet di�erentiable on D when
the Lipschitz conditions (10) or (12) are ful�lled ∀x, y, u, v ∈ D (the divided
di�erences δF (x, y) are Lipschitz continuous on D) and δF (x, x) = F ′(x) ∀x ∈
D [3].

The radius of the convergence ball and the convergence order of the combined
Newton�Kurchatov method (8) are determined in next theorem.
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Theorem 1. Let F and G be continuous nonlinear operators de�ned in open
convex domain D of a Banach space X with values in the Banach space Y .
Lets suppose, that: 1) H(x) ≡ F (x) + G(x) = 0 has a solution x∗ ∈ D, for
which there exists a Fr�echet derivative H ′(x∗) and it is invertible; 2) F has
the Fr�echet derivative of the �rst order, and G has divided di�erences of the
�rst and second order on B(x∗, 3r) ⊂ D, which are satisfying on B(x∗, 3r) the
generalized Lipschitz conditions

‖H ′(x∗)−1(F ′(x)− F ′(xτ ))‖ ≤
∫ ρ(x)

τρ(x)
L1(u)du, 0 ≤ τ ≤ 1, (15)

‖H ′(x∗)−1(δG(x, y)− δG(u, v))‖ ≤
∫ ‖x−u‖+‖y−v‖

0
L2(z)dz, (16)

‖H ′(x∗)−1(δG(u, x, y)− δG(v, x, y))‖ ≤
∫ ‖u−v‖

0
N(z)dz, (17)

where xτ = x∗ + τ(x − x∗), %(x) = ‖x − x∗‖, L1, L2 and N are positive
nondecreasing integrable functions and r > 0 satis�es the equation

1
r

∫ r
0 L1(u)udu +

∫ r
0 L2(u)du + 2r

∫ 2r
0 N(u)du

1−
( ∫ r

0 L1(u)du +
∫ 2r
0 L2(u)du + 2r

∫ 2r
0 N(u)du

) = 1. (18)

Then for all x0, x−1 ∈ B(x∗, r) the iterative method (8) is correctly de�ned
and the generated by it sequence {xn}n≥0, which belongs to B(x∗, r), converges
to x∗ and satis�es the inequality

‖xn+1 − x∗‖ ≤

≤
{ 1

ρ(xn)

∫ ρ(xn)

0
L1(u)udu +

∫ ρ(xn)

0
L2(u)du+

+
∫ ‖xn−xn−1‖

0
N(u)du‖xn − xn−1‖

}
×

×
{

1−
(∫ ρ(xn)

0
L1(u)du +

∫ 2ρ(xn)

0
L2(u)du+

+
∫ ‖xn−xn−1‖

0
N(u)du‖xn − xn−1‖

)}−1
‖xn − x∗‖.

(19)

Proof. First we show that

f(t) =
1
t2

∫ t

0
L1(u)udu, g(t) =

1
t

∫ t

0
L2(u)du
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in h(t) =
1
t

∫ t

0
N(u)du monotonically nondecreasing with respect to t. Indeed,

under the monotony of L1, L2, N we have
( 1

t22

∫ t2

0
− 1

t21

∫ t1

0

)
L1(u)udu =

( 1
t22

∫ t2

t1

+
( 1

t22
− 1

t21

)∫ t1

0

)
L1(u)udu ≥

≥ L(t1)
( 1

t22

∫ t2

t1

+
( 1

t22
− 1

t21

)∫ t1

0

)
udu = L1(t1)

( 1
t22

∫ t2

0
− 1

t21

∫ t1

0

)
udu = 0,

( 1
t2

∫ t2

0
− 1

t1

∫ t1

0

)
L2(u)du =

( 1
t2

∫ t2

t1

+
( 1

t2
− 1

t1

)∫ t1

0

)
L2(u)du ≥

≥ L2(t1)
( 1

t2

∫ t2

t1

+
( 1

t2
− 1

t1

)∫ t1

0

)
du = L2(t1)

( t2 − t1
t2

+ t1

( 1
t2
− 1

t1

))
= 0

for 0 < t1 < t2. So, f(t), g(t) are nondecreasing with respect to t. Similarly we
get for h(t).

We denote by An linear operator An = F ′(xn)+δG(2xn−xn−1, xn−1). Easy
to see that if xn, xn−1 ∈ B(x∗, r), then 2xn−xn−1, xn−1 ∈ B(x∗, 3r). Then An

is invertible and the inequality holds
‖A−1

n H
′
(x∗)‖ = ‖[I − (I −H

′
(x∗)−1An)]−1‖ ≤

≤
(
1−

(∫ ρ(xn)

0
L1(u)du +

∫ 2ρ(xn)

0
L2(u)du+

+
∫ ‖xn−xn−1‖

0
N(u)du‖xn − xn−1‖

))−1
.

(20)

Indeed from the formulas (15)�(17) we get
‖I −H

′
(x∗)−1An‖ = ‖H ′

(x∗)−1(F ′(x∗)− F ′(xn) + δG(x∗, x∗)−
−δG(xn, xn) + δG(xn, xn)− δG(2xn − xn−1, xn−1)‖) ≤

≤
∫ ρ(xn)

0
L1(u)du + ‖H ′

(x∗)−1(δG(x∗, x∗)− δG(xn, xn)+

+δG(xn, xn)− δG(xn, xn−1) + δG(xn, xn−1)− δG(2xn − xn−1, xn−1))‖ ≤

≤
∫ ρ(xn)

0
L1(u)du +

∫ 2ρ(xn)

0
L2(u)du+

+‖H ′
(x∗)−1(δG(xn, xn−1, xn)− δG(2xn − xn−1, xn−1, xn))(xn − xn−1)‖ ≤

≤
∫ ρ(xn)

0
L1(u)du +

∫ 2ρ(xn)

0
L2(u)du +

∫ ‖xn−xn−1‖

0
N(u)du‖xn − xn−1‖.

From the de�nition r (18) we get
∫ r

0
L1(u)du +

∫ 2r

0
L2(u)du + 2r

∫ 2r

0
N(u)du =

= 1− 1
r

∫ r

0
L1(u)du−

∫ r

0
L2(u)du− 2r

∫ 2r

0
N(u)du < 1.

(21)
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Using the Banach theorem on inverse operator [17], we get formula (20). Then
we can write
‖xn+1 − x∗‖ = ‖xn − x∗ −A−1

n (F (xn)− F (x∗) + G(xn)−G(x∗))‖ =

=
∥∥∥−A−1

n (
∫ 1

0
(F ′(xτ

n)− F ′(xn))dτ + δG(xn, x∗)−

− δG(2xn − xn−1, xn−1))(xn − x∗)
∥∥∥ ≤

≤ ‖A−1
n H

′
(x∗)‖

(
‖H ′

(x∗)−1

∫ 1

0

∫ ρ(xn)

τρ(xn)
L1(u)dudτ+

+ ‖H ′
(x∗)−1(+δG(xn, x∗)− δG(2xn − xn−1, xn−1))‖

)
‖xn − x∗‖.

(22)

According to the condition (15)�(17) of the theorem we get

‖H ′
(x∗)−1(

∫ 1

0

∫ ρ(xn)

τρ(xn)
L1(u)dudτ + δG(xn, x∗)−An)‖ =

=
1

ρ(xn)

∫ ρ(xn)

0
L1(u)udu + ‖H ′(x∗)−1(δG(xn, x∗)− δG(xn, xn)+

+δG(xn, xn)− δG(xn, xn−1) + δG(xn, xn−1)− δG(2xn − xn−1, xn−1))‖ ≤

≤ 1
ρ(xn)

∫ ρ(xn)

0
L1(u)udu + ‖H ′(x∗)−1(δG(xn, x∗)− δG(xn, xn))‖+

+‖H ′(x∗)−1(δG(xn, xn−1, xn)− δG(2xn − xn−1, xn−1, xn))(xn − xn−1)‖ ≤

≤ 1
ρ(xn)

∫ ρ(xn)

0
L1(u)udu +

∫ ρ(xn)

0
L2(u)du+

+
∫ ‖xn−xn−1‖

0
N(u)du‖xn − xn−1‖.

From (20) and (22) shows that ful�lls (19). Then from (19) and (18) we get
‖xn+1 − x∗‖ < ‖xn − x∗‖ < ... < max{‖x0 − x∗‖, ‖x−1 − x∗‖} < r.

Therefore, the iterative process (5) is correctly de�ned and the sequence that
it generates belongs to B(x∗, r). From the last inequality and estimates (19)
we get lim

n→∞ ‖xn − x∗‖ = 0. Since the sequence {xn}n≥0 converges to x∗, then

‖xn − xn−1‖ ≤ ‖xn − x∗‖+ ‖xn−1 − x∗‖ ≤ 2‖xn−1 − x∗‖
and lim

n→∞ ‖xn − xn−1‖ = 0.
The theorem is proven.

Corollary 5. The order of convergence of the iterative procedure (8) is qua-
dratic.
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Proof. Lets denote ρmax = max{ρ(x0), ρ(x−1)}. Since g(t) and h(t) are
monotonically nondecreasing, then with taking into account the expressions

1
ρ(xn)

∫ ρ(xn)

0
L1(u)udu =

∫ ρ(xn)
0 L1(u)uduρ(xn))

(ρ(xn))2
≤

≤
∫ ρmax

0 L1(u)uduρ(xn)
(ρmax)2

=: A1ρ(xn),

∫ ρ(xn)

0
L2(u)du =

∫ ρ(xn)
0 L2(u)duρ(xn)

ρ(xn)
≤

∫ ρmax

0 L2(u)duρ(xn)
ρmax

=: A2ρ(xn),

∫ ‖xn−xn−1‖

0
N(u)du =

∫ ‖xn−xn−1‖
0 N(u)du‖xn − xn−1‖

‖xn − xn−1‖ <

<

∫ ‖x0−x−1‖
0 N(u)du‖xn − xn−1‖

‖x0 − x−1‖ =: A3‖xn − xn−1‖

and
(
1−

(∫ ρ(xn)

0
L1(u)du + 2

∫ ρ(xn)

0
L2(u)du+

+
∫ ‖xn−xn−1‖

0
N(u)du‖xn − xn−1‖

))−1
<

<
(
1−

(∫ ρmax

0
L1(u)du + 2

∫ ρmax

0
L2(u)du+

+
∫ ‖x0−x−1‖

0
N(u)du‖x0 − x−1‖

))−1
=: A4,

from the inequality (19) follows

‖xn+1 − x∗‖ ≤ A4(A1ρ(xn) + A2ρ(xn) + A3‖xn − xn−1‖2)‖xn − x∗‖.
or

‖xn+1 − x∗‖ ≤ C3‖xn − x∗‖2 + C4‖xn − xn−1‖2‖xn − x∗‖. (23)
Here Ak, k = 1, ..., 4, C3, C4 are some positive constants.

Suppose now that the order of convergence of the iterative process (8) is lower
2, therefore there exist C5 ≥ 0 and N > 0, that for all n ≥ N the inequality
holds

‖xn − x∗‖ ≥ C5‖xn−1 − x∗‖2.

Since

‖xn − xn−1‖2 ≤ (‖xn − x∗‖+ ‖xn−1 − x∗‖)2 ≤ 4‖xn−1 − x∗‖2,
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then from (23) we get
‖xn+1 − x∗‖ ≤ C3‖xn − x∗‖2 + 4C4‖xn−1 − x∗‖2‖xn − x∗‖

≤ (C3 + 4C4/C5)‖xn − x∗‖2 = C6‖xn − x∗‖2.
(24)

But inequality (24) means that the order of convergence not lower 2. Thus,
the convergence rate of sequence {xn}n≥0 to x∗ is quadratic.

Next theorem determines the ball of uniqueness of the solution x∗ of (1) in
B(x∗, r).
Theorem 2. Lets assume that: 1) H(x) ≡ F (x) + G(x) = 0 has a solution
x∗ ∈ D, in which there exists a Fr�echet derivative H ′(x∗) and it is invertible; 2)
F has a continuous Fre�chet derivative in B(x∗, r), F ′ satis�es the generalized
Lipschitz condition

‖̆H ′(x∗)−1(F ′(x)− F ′(x∗))‖ ≤
∫ ρ(x)

0
L1(u)du ∀x ∈ B(x∗, r),

the divided di�erence δG(x, y) satis�es the generalized Lipschitz condition

‖H ′(x∗)−1(δG(x, x∗)−G′(x∗))‖ ≤
∫ ρ(x)

0
L2(u)du ∀x ∈ B(x∗, r),

where L1 and L2 are positive integrable functions. Let r > 0 satisfy
1
r

∫ r

0
(r − u)L1(u)du +

∫ r

0
L2(u)du ≤ 1.

Then the equation H(x) = 0 has a unique solution x∗ in B(x∗, r).

Proof analogous to [23,24].

3. Corollaries
In the study of iterative methods the traditional assumption is that the

derivatives and/or the divided di�erences satisfy the classical Lipschitz condi-
tions. Assuming that L1, L2 and N are constants, we get from theorem 2.1
and 3.1 important corollaries, which are of interest on its own.
Corollary 6. Let's assume that: 1) H(x) ≡ F (x) + G(x) = 0 has a solution
x∗ ∈ D, in which there exists Fr�echet derivative H ′(x∗) and it is invertible;
2) F has a continuous Fr�echet derivative and G has divided di�erences of the
�rst and second order δG(x, y) and δG(x, y, z) in B(x∗, 3r) ⊂ D, which satisfy
the Lipschitz condition

‖H ′(x∗)−1(F ′(x)− F ′(x∗ + τ(x− x∗))‖ ≤ (1− τ)L1‖x− x∗‖,
‖H ′(x∗)−1(δG(x, y)− δG(u, v))‖ ≤ L2(‖x− u‖+ ‖y − v‖),

‖H ′(x∗)−1(δG(u, x, y)− δG(v, x, y))‖ ≤ N‖u− v‖,
where x, y, u, v ∈ B(x∗, r), L1, L2, N are positive numbers and r is the positive
root of the equation

L1r/2 + L2r + 4Nr2

1− L1r − 2L2r − 4Nr2
= 1.
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Then Newton-Kurchatov method (5) converges for all x−1, x0 ∈ B(x∗, r) and
there ful�lls

‖xn+1 − x∗‖ ≤ (L1/2 + L2)‖xn − x∗‖+ N‖xn − xn−1‖2

1−
(
L1 + 2L2‖xn − x∗‖+ N‖xn − xn−1‖2

) .

Moreover, r is the best of all possible.

Note that the received r coincides with the value of r =
2

3L1
for Newton

method for solving equation F (x) = 0 [20, 31, 33] and with r = 2/(3L2 +√
9L2

2 + 32N) for Kurchatov method for solving the equation G(x) = 0, as
derived in [29].
Corollary 7. Suppose that: 1) H(x) ≡ F (x)+G(x) = 0 has a solution x∗ ∈ D,
in which there exists the Fr�echet derivative H ′(x∗) and it is invertible; 2) F has
continuous derivative and G has divided di�erence δG(x, x∗) in B(x∗, r) ⊂ D,
which satisfy the Lipschitz conditions

‖H ′(x∗)−1(F ′(x)− F ′(x∗))‖ ≤ L1‖x− x∗‖,
‖H ′(x∗)−1(δG(x, x∗)−G′(x∗))‖ ≤ L2‖x− x∗‖

for all x ∈ B(x∗, r), where L1 and L2 are positive numbers and r =
2

L1 + 2L2
.

Then the equation H(x) = 0 has a unique solution x∗ in the open ball B(x∗, r).
Moreover, the given r is the best of all possible and does not depend on F and
G.

Note that the resulting radius of the uniqueness ball of the solution coincides
with r =

2
L1

for Newton method for solving the equation F (x) = 0 [33] and

with r =
1
L2

for Kurchatov method for solving the equation G(x) = 0 [29].

4. Conclusions
In the papers [5, 15, 29] it was studied the local convergence of Secant and

Kurchatov methods in the case of ful�lment of Lipschitz conditions for the di-
vided di�erences, which hold some Lipschitz constants. In the work [33] it has
been justi�ed the convergence of Newton method for the generalized Lipschitz
conditions for the Fr�echet derivative of the �rst order. We explored the lo-
cal convergence of Newton-Kurchatov method under the generalized Lipschitz
conditions for Fr�echet derivative of di�erentiable part of the operator and the
divided di�erences of the nondi�erentiable part, in which instead of Lipschitz
constants some positive integrable functions are used. Our results contain the
known ones as partial cases.
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ABOUT MINIMAL INFORMATIONAL EFFORTS
BY SOLVING EXPONENTIALLY ILL-POSED PROBLEMS

S.G. SOLODKY, E.V. SEMENOVA

Ðåçþìå. Ðîçãëÿäàþòüñÿ ïèòàííÿ iíôîðìàöiéíî¨ ñêëàäíîñòi äëÿ åêñïî-
íåíöiàëüíî íåêîðåêòíèõ çàäà÷. Äîñëiäæåííÿ âèêîíàíi äëÿ iíòåãðàëüíèõ
ðiâíÿíü Ôðåäãîëüìà ïåðøîãî ðîäó ç îïåðàòîðîì ñêií÷åííî¨ ãëàäêîñòi.
Çàïðîïîíîâàíi ïðîåêöiéíi ñõåìè äîçâîëÿþòü äîñÿãòè îïòèìàëüíèé ïîðÿ-
äîê òî÷íîñòi äëÿ àïîñòåðiîðíîãî âèáîðó ïàðàìåòðà ðåãóëÿðèçàöi¨ çà ïðèí-
öèïîì ðiâíîâàãè. Êðiì òîãî òàêèé ïiäõiä çáåðiãà¹ ìiíiìàëüíèé îáñÿã
iíôîðìàöiéíèõ çàòðàò.
Abstract. The issue of informational complexity for exponentially ill-posed
problems is considered. The investigation is performed for Fredholm integral
equations of the �rst kind with �nite-smoothness operators. The proposed
projection method allows to achieve optimal order accuracy for a posteriori
selection of regularization parameter by balancing principle. Moreover such
approach saves minimal volume of informational e�orts.

1. Introduction
Nowadays for numerical method one of the most important issues is re-

duction of informational and computational e�orts while saving approxima-
tion accuracy. These questions are studied in the framework of Informational
Based Complexity Theory founded by J. Traub and H. Wozniakowski (see
e.g. [18], [19]). The basic object of this theory is the information complex-
ity, i.e. minimal amount of discrete information required to solve the problem
with given accuracy. It was found that such amount depends on the smooth-
ness properties of the problem. Particularly, for ill-posed problems presented
by the �rst-kind operator equations Ax = f the relation between smoothness
of operator A and solution x is of primary importance. In the case of moder-
ately ill-posed problems, when A and x are related by means of power function
(i.e. A and x belong to the same smoothness scale), di�erent e�cient numeric
approaches were proposed in [10], [12], [13], [14]. Owing to previous papers
the exact order estimates of informational complexity for wide classes of mod-
erately ill-posed problems (see, for example, [8]) were obtained. At the same
time, much attention is paid to severely ill-posed problems where the solution
has essentially worse smoothness in comparison with that of operator. Usually,
in these cases A and x are related by means of logarithmic function but the
corresponding equations are called exponentially ill-posed problems. For the

Key words. Severely ill-posed problems, minimal radius of Galerkin information, balancing
principle.
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�rst time severely ill-posed problems were considered by B.A. Mair [4]. After-
wards, these investigations were continued by T.Hohage [3], M.Y. Kokurin and
A.B. Bakushinski [2], S.V. Pereverzev and E. Schock [17] and also in [15], [16].

It should be noted that for a long time the issue of improving e�ectiveness of
numerical solving severely ill-posed problems (in sense of IBC theory) was not
considered due to its complicatedness. The �rst step was done in [6], where the
standard Galerkin discretization scheme was used to construct projective meth-
ods for solving di�erent classes of problems including severely ill-posed ones.
However, it was found that this approach does not provide minimal amount of
computational e�orts. Further investigations (see [16]) showed that amount of
discrete information can be reduced in comparison with [6] for exponentially ill-
posed integral equations with �nite-smoothness kernels. It was done in [16] due
to a modi�cation of Galerkin scheme. In the case of a priori choice of regular-
ization parameter it allowed not only to improve results of [6], but also provided
minimal order of information e�orts for mentioned Fredholm equations. The
present paper is devoted to numerical solving exponentially ill-posed problems
as in [16] for the case of a posteriori choice of regularization parameter. It will
be shown that the absence of exact information about smoothness of solution
does not in�uence informational complexity of problems under consideration.

2. Statement of the problem
Consider an integral equation of the �rst kind

Ax = f, (1)
where Ax(t) =

∫ 1
0 a(t, τ)x(τ)dτ, t ∈ [0, 1], is acting continuously in L2 =

L2(0, 1). Suppose that Range(A) is not closed in L2 and f ∈ Range(A).
Assume that instead of f we are given only fδ ∈ L2 such that ‖f − fδ‖ ≤ δ.

Since, solution of problem (1) in general is not unique, we take solution of (1)
with minimal norm in L2 as element for approximation and denote it as x†.

Usually we call the equation (1) as severely ill-posed problem if its solution
has essentially worse smoothness than that of elements from Range(A). As
a rule in such case the solution x† is said to satisfy the source conditions of
logarithmic type and the corresponding equation (1) is called an exponentially
ill-posed problem. To describe the smoothness property of solution we consider
the set of smooth functions Mp(A), which has the form

Mp(A) := {u : u = ln−p(A∗A)−1v, ‖v‖ ≤ ρ}, (2)
where ρ, p > 0 are some positive parameters and A∗ is an adjoint operator to A.
The exact information about smoothness, namely the value of p, is usually not
available by practical experiment. So it should be assumed that the minimal-
norm solution x† belongs to the set

M(A) := ∪p∈(0,p1]Mp(A), (3)
where p1 < ∞ is an upper bound for possible values of p.

For constructing an e�ective numerical method for solving (1) we also need to
describe smoothness properties of A. To this end let consider some orthonormal
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basis {ei(t)}∞1 in L2 and denote by Pm orthogonal projection onto linear span
of elements {ei(t)}m

1 such that

Pmu(t) =
m∑

i=1

(u, ei)ei(t).

Further we introduce the class of operators

Hr
γ =

{
A : ‖A‖ ≤ γ0,

∞∑

n+m=1

â2
n,m(n ·m)2r ≤ γ2

1

}
,

where r > 0, â2
n,m =

∫ 1
0

∫ 1
0 en(t)em(τ)a(t, τ)dτdt, γ0 ≤ e−1, γ = (γ0, γ1), n = 1

if n = 0 and n = n otherwise. As an example of operator from the class
mentioned one can present integral operator A′ that has the same structure as
(1) with kernel a′(t, τ) that has mixed partial derivatives up to order r by each
variables and for i, j = 0, 1, . . . , r it holds true that

∫ 1

0

∫ 1

0

[
∂i+ja′(t; τ)

∂ti∂τ j

]2

dtdτ < ∞.

It is known [7], that there is such set γ = (γ0; γ1) that A′ ∈ Hr
γ . Further we

assume that A ∈ Hr
γ for some values of γ with γ0 ≤ e−1.

Every projection scheme for discretization of equation (1) with perturbed
right-hand side can be associated with a set of following functionals

(Aej , ei), (i, j) ∈ Ω, (4)

(fδ, ek), k ∈ ω, ω = {i : (i, j) ∈ Ω}, (5)
where Ω is a bounded domain in the coordinate plane. The inner products
(4) and (5) are called the Galerkin functionals about equation (1). We de-
note as Card(Ω) the total amount of indexes for (4). Note that in the case
of the Fredholm integral operator A the Galerkin functionals (4) and (5) be-
come the Fourier coe�cients by basis {ei(t)}∞i=1 for the kernel and right-hand
side correspondingly. In the framework of this paper it is assumed that dis-
crete information about equation (1) is given in the view of sets (4) and (5).
Thus the projection methods for solving (1) are more suitable and will be in-
vestigated further. The �rst projection methods for ill-posed problems were
proposed in [12] where rectangle Qn,m = [1, n] × [1,m] was considered as do-
main Ω. Further this approach was improved by [11] due to the reduction of
discretization domain Qn,m (it was replaced by so-called hyperbolic cross) with
saving necessary accuracy of approximation. This idea will be used further for
constructing an economical projection scheme (see section 3).

Further we call any mapping P = P(Ω) : L2 → L2 as projection method that
by means of the set of Galerkin functional (4) gives an element P(AΩ)fδ ∈ L2.
This elements can be interpreted as approximative solution of (1). In general
such mapping can be nonlinear and discontinuous. Let de�ne the error of
projection method P(Ω) for solving (1 ) with A ∈ Hr

γ and x† ∈ M(A) in the
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standard way

eδ

(Hr
γ ,M(A),P(Ω)

)
= sup

A∈Hr
γ

sup
x†∈M(A)

sup
fδ:‖f−fδ‖≤δ

‖x† − P(AΩ)fδ‖.

The minimal radius of Galerkin information we set as

RN,δ

(Hr
γ ,M(A)

)
= inf

Ω,
Card(Ω) ≤ N

inf
P(Ω)

eδ

(Hr
γ ,M(A),P(Ω)

)
,

where N is maximal amount of discrete information (4).
The value RN,δ

(Hr
γ ,M(A)

)
is very important one and describes the minimal

possible error (among the whole projection methods) on all classes of equations
under consideration with using not more than N Galerkin functionals. At
�rst the order bounds for minimal radius of Galerkin information for ill-posed
problems with Holder-type smooth solutions were found by S.V. Pereverzyev
and S.G. Solodky in [8]. Further for di�erent classes of ill-posed problems
the similar bounds were established in [16], [10] and others. Among mentioned
papers we emphasize [16] where the minimal radius of Galerkin information was
found for solving severely ill-posed problems (1) with operators A ∈ Hr

γ and
smooth solutions from (2). In other words, in [16] only a priori case for choosing
regularization parameter was considered. In the present paper we extend the
set of possible solutions up to (3). Thus, we need to introduce a posteriori
way for selecting regularization parameter and correct rule for discretization.
Besides we set the goal to save both the order for minimal radius of Galerkin
information and the accuracy estimation of the projection methods as it is
in [16].

3. Method for solving
A modi�ed projection scheme will be applied for economical discretization

of operator A. The point of such scheme is to take as discretization domain Ω
the hyperbolic cross of the form

Γb,n = {1} × [1; 2bn] ∪k=1
n (2k−1; 2k]× [1; 2bn−k] ⊂ [1; 2n]× [1; 2bn],

where 1 < b ≤ 2, n ∈ N. For simplicity of our computations we consider bn as
the integer number. Then by approximative operator to A we understand the
following �nite-dimensional mapping

An = P1AP2bn +
n∑

k=1

(P2k − P2k−1)AP2bn−k . (6)

Denote by N the total amount of integer pairs (i, j) ∈ Γb,n. It is known (see
[16]) that N := Card(Γb,n) = c′2bnn for 1/2 ≤ c′ ≤ 3/2. The approximation
properties of (6) for the operator class Hr

γ were investigated in [16] and we
rewrite them below. So, for any A ∈ Hr

γ it holds true

‖A∗nAn −A∗A‖ ≤ C12−brn, (7)
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‖(P2nA−An) ln−p(A∗A)−1v‖ ≤ C22−brn

(brn ln 2)p−1
, (8)

where

C1 = γ1 max{γ1, γ0}
[
3 +

22r+1

2r − 1

]
, C2 = γ1ρ(ln 2)−1 2r

r
β(p),

β(p) =
1

p− 1

(
(b− 1)1−p

b1−p
− 1

)
,

for p 6= 1, and β(1) = ln b
b−1 .

Because the problem under consideration is ill-posed we need some regular-
ization method to guarantee stability of approximations. In the framework of
the paper we stabilize equation (1) following [1]. So, we construct an inverse
operator to (1) by means of so-called generating function g(λ). The function
gα(λ) is Borel measurable on the interval [0, γ2

0 ] and the following conditions
are satis�ed

sup
0<λ≤γ2

0

√
λ |gα(λ)| ≤ χ∗√

α
, (9)

sup
0<λ≤γ2

0

|1− λgα(λ)| ln−p λ−1 ≤ χ ln−p 1
α , 0 < p < p1, (10)

where χ, χ∗ are some positive constants independent of α. Then as the approx-
imate solution we take

xδ
α,n = gα(A∗nAn)A∗nP2nfδ. (11)

There are many well-known regularization methods satisfying (9). In particular,
we can mention Tikhonov's method (with gα(λ) = (α + λ)−1), Landweber's
method (with gα(λ) = λ−1[1 − (1 − µλ)1/α], 0 < µ < 2), and Showalter's
method (with gα(λ) = λ−1(1− exp(−λ/α))).

In the paper [16] the error bound for (11) was found. For completeness we
rewrite the stretch of proof.
Theorem 1 ( [16]). Let approximate solution has the form (11). Then on the
class of equations (1) with A ∈ Hr

γ , x† ∈ Mp(A) for any p > 0 the following
holds true
‖x† − xn

α,δ‖ ≤ (12)
≤ χρ ln−p 1

α + χ∗√
α

[
δ + ‖(P2nA−An) ln−p(A∗A)−1v‖] +(13)

+χρC3 ln−p ‖A∗A−A∗nAn‖−1, (14)

where C3 =

{
1, 0 < p ≤ 1
1 + 4(5p)p, p > 1

.

Proof. The error for (11) can be divided onto two terms
x† − xn

α,δ := x† − gα(A∗nAn)A∗nP2nfδ =

= (x† − gα(A∗nAn)A∗nP2nf) + gα(A∗nAn)A∗nP2n(f − fδ). (15)
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Owing to (9) we estimate the second term as following

‖gα(A∗nAn)A∗nP2n(f − fδ)‖ ≤ χ∗δ√
α

.

The �rst term we rewrite as
x† −gα(A∗nAn)A∗nP2nAx† =

= x† − gα(A∗nAn)A∗nAnx + gα(A∗nAn)A∗n(An − P2nA)x† =
= [ln−p(A∗nAn)−1v − gα(A∗nAn)A∗nAn ln−p(A∗nAn)−1v] +

+(I − gα(A∗nAn)A∗nAn)(ln−p(A∗A)−1v − ln−p(A∗nAn)−1v) +
+gα(A∗nAn)A∗n(An − P2nA)x†. (16)

Then by (9) we immediately get
‖x† −gα(A∗nAn)A∗nP2nf‖ ≤

≤ χρ ln−p 1
α + χ∗√

α
‖(An − P2nA)x†‖+

+‖(I − gα(A∗nAn)A∗nAn)(ln−p(A∗A)−1v − ln−p(A∗nAn)−1v)‖ ≤
≤ χρ ln−p 1

α + χ∗√
α
‖(P2nA−An)x†‖+

+χ‖ ln−p(A∗A)−1v − ln−p(A∗nAn)−1v‖.
Using the following relation (see [5, Theorem 4])∣∣∣∣ln−p 1

s
− ln−p 1

t

∣∣∣∣ ≤ C3 ln−p |s− t|−1,

where |s− t| < e−1 for s, t ∈ (0; e−1], we have
‖x† −xn

α,δ‖ ≤
≤ χρ ln−p 1

α + χ∗√
α

[
δ + ‖(P2nA−An) ln−p(A∗A)−1v‖] +

+χC3ρ ln−p ‖A∗A−A∗nAn‖−1,

that has to be proved. 2

Remark 9. Let consider the function β(p) which is included in the bound (8).
The analysis of behavior of β(p) shows that it is continuous monotonically in-
creasing function. Thus we have that for all 0 < p ≤ p1 the following inequality
holds true

β(p) ≤ β(p1) =

{
1

p1−1

(
(b−1)1−p1

b1−p1
− 1

)
, p1 6= 1,

ln b
b−1 , p1 = 1.

To minimize the error bound (12) we take discretization parameter n accord-
ing to the rule

(br ln 2)n2−brn = δ. (17)
The equality means that as discretization value n we take the number which
is rounded up to solution of (17). Taking into account (17) and remark 9 the
estimations (7) and (8) can be rewritten in the following way

‖A∗nAn −A∗A‖ ≤ C1δ, (18)
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‖(P2nA−An) ln−p(A∗A)−1v‖ ≤ C4δ, (19)
where C4 = γ1ρ(ln 2)−1 2r

r β(p1).
Due to (18) and (19) the error bound (12) can be represented as follows

‖x† − xn
α,δ‖ ≤ χρ ln−p 1

α
+ χ∗(1 + C4)

δ√
α

+ χC3ρ ln−p(C1δ)−1. (20)

Obviously, that for α0 = ln(δ−1)(C1δ)2 we have

ln−p(C1δ)−1 = 2p ln−p
(
ln(δ−1)(ln(δ−1)C2

1δ2)−1
)

= 2p ln−p
(
ln(δ−1)(α0)−1

)
.

In this way for all α ≥ α0 it holds true that

ln−p α−1 ≥ ln−p α−1
0 >

1
2p

ln−p(C1δ)−1.

Let denote by η1(α) = C5 ln−p 1
α and η2(α) = C6

δ√
α
, where C5 = χρ+χC3ρ2p

and C6 = χ∗(1 + C4). Thus error bound (20) can be rewritten as follows

‖x† − xn
α,δ‖ ≤ η1(α) + η2(α), (21)

where the functions η1(α) and η2(α) for α → ∞ are monotone increasing and
decreasing convex functions respectively.

4. A posteriori selection of regularization parameter
Fix some real number q > 1 and de�ne by DM the set of possible values for

the parameter α:

DM = {αi = α0(q2)i, i = 1, 2, ..., M},

where α0 = ln(δ−1)(C1δ)2, M =
[

log α−1
0

2 log q

]
. Then according to the balancing

principle (see, for example, [9]) selection of index i+ for parameter α is realized
by the rule

i+ = max{i : αi ∈ D+
M}, (22)

where

D+
M = {αi ∈ DM : ‖xδ

αi,n − xδ
αj ,n‖ ≤ 4η2(αj), j = 1, ..., i}.

Further we introduce the auxiliary values

α∗ := max{αi ∈ DM : η1(αi) ≤ η2(αi)},

α̂ = {αi ∈ DM : η1(αi) = η2(αi)}.
Theorem 2. Let A ∈ Hγ

r and x† ∈ M(A). Then for the projection method
(11), (17), (22) the following error bound

‖x† − xδ
α+,n‖ ≤ 6qη1(α̂) (23)

takes place.
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Proof. Let check that α∗ ≤ α+. Due to (21) it holds true that for all α ≤ α∗

‖xδ
α,n−xδ

α∗,n‖ ≤ ‖x†−xδ
α,n‖+‖x†−xδ

α∗,n‖ ≤ η1(α)+η2(α)+η1(α∗)+η2(α∗) ≤
≤ 2η2(α) + 2η2(α∗) ≤ 4η2(α).

Consequently α∗ ∈ D+
M and α∗ ≤ α+.

Taking into account de�nitions of α∗ and α+, from (22) and (21) we have
‖x† − xδ

α+,n‖ ≤ ‖x† − xδ
α∗,n‖+ ‖xδ

α∗,n − xδ
α+,n‖ ≤ 6η2(α∗).

It is evident that α∗ ≤ α̂ ≤ q2α∗ then we �nd
‖x† − xδ

α+,n‖ ≤ 6η2(α∗) = 6qη2(α∗q2) ≤ 6qη2(α̂) = 6qη1(α̂),

which was to be proved. 2

Theorem 3. Let A ∈ Hγ
r and x† ∈ M(A). Then error bound for the projection

method (11), (17), (22) is the following
‖x† − xδ

α+,n‖ ≤ 6qκp ln−p δ−1, (24)
where κp is some constant that does not depend on δ.

Proof. It is easy to �nd that

α̂ ≤
(

C6

C5
δ

) 2
1+2p

,

then from (23) we have

‖x† − xδ
α+,n‖ ≤ 6q ln−p α̂−1 ≤ 6q ln−p

(
c6

c5
δ

)− 2
1+2p

= 6qκp ln−p δ−1. 2

Remark 10. It is well-known (see, for instance [17]) that for severely ill-
posed problems any approximation method guaranteing accuracy O(ln−p δ−1) is
optimal by the order on the whole set of solutions (3). Thus, theorem 3 shows
that our method (11), (22), (17) saves optimal order of accuracy.

5. Minimal radius of Galerkin information
Now we are ready to prove the upper bound for RN,δ

(Hr
γ ,M(A)

)
.

Theorem 4. Let A ∈ Hγ
r and x† ∈ M(A). The parameters n and α for (11)

are chosen according to (17) and (22) respectively. Then for su�ciently small
δ the following inequality

RN,δ

(Hr
γ ,M(A)

) ≤ cp ln−p N2r

holds true where cp = 6qκp

(
r(1−µ)−µ

2r

)−p
and ∀µ : r(1− µ)− µ > 0.

Proof. By virtue of (17) we have
br ln 2(2bnn)−rnr+1 = δ.

Using the relation N = c′2bnn we get
(c′)−r(br ln 2)−1N rn−r−1 = δ−1. (25)
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By evident relation
n ≤ ln N

b ln 2
and (25) we have

δ−1 =
(c′)−rN r

(ln 2)brnr+1
≥ (c′)−rN r(b ln 2)r+1

br ln 2(lnN)r+1
=

(c′)−rN r(b ln 2)r

r(lnN)r+1
. (26)

Starting with some N it is holds true that ln N ≤ Nµ, then for any µ > 0 we
have

N r(b ln 2)r

(c′)rr(lnN)r+1
≥ N r(c′b ln 2)r

(c′)rrNµ(r+1)
= N r−rµ−µ (c′b ln 2)r

(c′)rr
=

= N r
r(1−µ)−µ

r
(c′b ln 2)r

(c′)rr
.

Taking into account the relation above from (26) we have

N r
r(1−µ)−µ

r
(b ln 2)r

(c′)rr
≤ δ−1.

Without loss of generality we suppose that µ : r(1 − µ) − µ > 0. Then taking
logarithm from inequality above one can �nd

r(1− µ)− µ

2r
ln N2r ≤ ln δ−1.

Hence, the error estimation (24) takes the form
‖x† − xδ

α+,n‖ ≤ 6qκp ln−p δ−1 ≤ cp ln−p N2r.

Due to de�nition for RN,δ

(Hr
γ ,M(A)

)
we get

RN,δ

(Hr
γ ,M(A)

) ≤ cp ln−p N2r,

which was to be proved. 2

Theorem 5. Let A ∈ Hγ
r and x† ∈ M(A), then

1
2p+1

ln−p N2r ≤ RN,δ

(Hr
γ ,M(A)

) ≤ cp ln−p N2r,

where N ³ δ−
1
r ln

r+1
r δ−1. Indicated order O(ln−p N2r) is achieved in the frame-

work of projection method (11) , (17), (22).
Proof. It is known (see, for instance [16] ) that for all p > 0 it ful�lls

RN,δ

(Hr
γ ,Mp(A)

) ≥ c̃p ln−p N2r, where c̃p = 2−p−1. By virtue of de�nition for
the sets Mp(A) and M(A) the following inequality holds true

RN,δ

(Hr
γ ,Mp(A)

) ≤ RN,δ

(Hr
γ ,M(A)

)
.

Due to Theorem 4 we immediately get statement of the theorem. 2

Remark 11. From Theorem 5 it follows that our approach gives optimal error
bound with amount of discrete information in the form of Galerkin functionals
(4).
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Remark 12. Let consider the set M ′(A) = ∪p∈[1,p1]Mp(A) ⊂ M(A). If we
assume that x† ∈ M ′(A), then the relation (17) should be replaced by the fol-
lowing

(ln 2)br2−brn = δ, (27)
with saving bounds (18) and (19). As we can see below, such selection of dis-
cretization parameter allows to reduce amount of discrete information by loga-
rithmic multiplier.
Theorem 6. Let A ∈ Hγ

r and x† ∈ M ′(A). The parameters n and α for (11)
are chosen according to (27) and (22) respectively. Then for su�ciently small
δ it holds true

1
2p+1

ln−p N2r ≤ RN,δ

(Hr
γ ,M ′(A)

) ≤ cp ln−p N2r,

where N ³ δ−
1
r ln δ−1.

Proof. The proving of the theorem completely repeats as ones for Theorems
4 and 5. 2

Remark 13. Comparing Theorems 5 and 6 we can conclude that due to restric-
tion of the set of possible solutions we obtain reduction of amount of discrete
information by logarithmic multiplier (compare the values N in both theorems).
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DIFFERENCE METHODS
FOR SOLVING INVERSE EIGENVALUE PROBLEM

H.P.YARMOLA

Ðåçþìå. Â ðîáîòi ðîçãëÿíóòî îáåðíåíó çàäà÷ó íà âëàñíi çíà÷åííÿ. Äëÿ
÷èñåëüíîãî ðîçâ'ÿçóâàííÿ çàäà÷i çàñòîñîâàíî ìåòîä õîðä i ìåòîä ëiíiéíî¨
iíòåðïîëÿöi¨ (ìåòîä Êóð÷àòîâà). Íà âiäìiíó âiä ìåòîäó Íüþòîíà, öi iòåðà-
öiéíi ïðîöåñè âèêîðèñòîâóþòü ëèøå çíà÷åííÿ îïåðàòîðà ç äâîõ ïîïåðåäíiõ
iòåðàöié òà íå ïîòðåáóþòü àíàëiòè÷íî çàäàíèõ ïîõiäíèõ. Çàïðîïîíîâàíi
ìåòîäè çàñòîñîâàíî äëÿ ðîçâ'ÿçóâàííÿ îáåðíåíèõ çàäà÷ íà âëàñíi çíà÷åííÿ
ðiçíîãî òèïó. Ðîçãëÿíóòi iòåðàöiéíi ïðîöåñè ïîðiâíþþòüñÿ ç ìåòîäîì
Íüþòîíà çà êiëüêiñòþ îïåðàöié, ïîòðiáíèõ äëÿ îá÷èñëåííÿ ïåðøî¨ ïîäiëå-
íî¨ ðiçíèöi òà ïîõiäíî¨ äåòåðìiíàíòà.
Abstract. In this paper an inverse eigenvalue problem is considered. Secant
method and method of the linear interpolation (Kurchatov's method) are
applied for the numerical solution of this problem. Unlike Newton's method,
these methods use only values of the operator at two previous iterations and
do not require analytical derivatives. Proposed methods are used for solving
di�erent types of inverse eigenvalue problems. Considered iterative processes
are compared with the Newton's method by the number of operations required
to compute the �rst divided di�erence and derivative of determinant.

1. Introduction
An inverse eigenvalue problem (IEP) is to determine a matrix from a given

spectral data. These problems arise in many applications, including control
design, system identi�cation, structure analysis and so on. There are special
cases of inverse eigenvalue problems. Let's consider the following problems.
General IEP. Let Ai = {ai

jk} be complex n × n matrices for i = 0, n and
λ = (λ1, . . . , λn)T ∈ Cn. Find the vector p = (p1, p2, . . . , pn) ∈ Cn, such that
matrix

A(p) = A0 +
n∑

i=1

piAi

has eigenvalues λ1, . . . , λn. This problem involves classic partial cases of addi-
tive and multiplicative inverse eigenvalue problems.
Additive IEP. Let A be a given complex n × n matrix and

λ = (λ1, . . . , λn)T ∈ Cn. Find the diagonal matrix D = diag(p1, p2, . . . , pn),
pi ∈ C , i = 1, n, such that matrix A + D has eigenvalues λ1, . . . , λn.
Multiplicative IEP. Let A be a given complex n × n matrix and

λ = (λ1, . . . , λn)T ∈ Cn. Find the diagonal matrix D = diag(p1, p2, . . . , pn),
pi ∈ C, i = 1, n, such that matrix AD has eigenvalues λ1, . . . , λn.

Key words. Inverse eigenvalue problem, Secant method, Kurchatov's method.
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There are a large of literature on conditions for the solvability of inverse
eigenvalue problems, di�erent approaches and numerical methods for its solving
[1�3,6,8]. We use approach, which calculates the zeros of the nonlinear function

F (p) =




det(A(p)− λ1I)
...

det(A(p)− λnI)


 , (1)

where λ1, . . . , λn are given eigenvalues and λi 6= λj for i 6= j.
Vector p = {p1, p2, . . . , pn}T ∈ Cn is a solution of the inverse eigenvalue

problem if and only if
F (p) = 0. (2)

In papers [1,8] the Newton's method is used for solving systems of nonlinear
equations (2) with F (p) as (1). It is known that the application of Newton's
method requires the calculation of the �rst derivative of determinant at ev-
ery iteration. To calculate this derivative some authors use Trace-Theorem of
Davidenko or LU decomposition of matrix [1, 7, 8].

In this work we apply di�erence methods for solving inverse eigenvalue prob-
lem, including Secant method and method of linear interpolation (Kurchatov's
method), assuming the existence of a solution. These methods do not require
analytical derivatives and can be applied to a wider range of problems.

2. Algorithms of difference methods
A well-known simple di�erence method for solving nonlinear equations is the

Secant method
p(k+1) = p(k) − F (p(k−1); p(k))−1F (p(k)) (3)

with convergence order 1 +
√

5
2

. An other method is the quadratically conver-
gent Kurchatov's method

p(k+1) = p(k) − F (2p(k) − p(k−1); p(k−1))−1F (p(k)). (4)
In formulas (3) and (4) F (x; y) is a divided di�erence of the �rst order of F at
the points x and y. Convergence analysis of di�erence methods (3) and (4) for
solving nonlinear operator equations was conducted by the authors [4, 5, 9, 10].

Let F be a nonlinear operator de�ned on a subset D of a linear space X with
values in a linear space Y and let x, y be two points of D. A linear operator
from X into Y , denoted as F (x; y), which satis�es the condition

F (x; y)(x− y) = F (x)− F (y)

is called a divided di�erence of the �rst order of F at the points x and y. In the
case of systems of nonlinear equations the divided di�erence F (x; y) is n × n
matrix. Its elements are calculated by the following formula:

F (x; y)i,j =
Fi(x1, . . . , xj , yj+1, . . . , yn)− Fi(x1, . . . , xj−1, yj , . . . , yn)

xj − yj
,

i, j = 1, n.
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From (1) and the last formula we see that to calculate the elements of vector
F and matrix of divided di�erences we need to calculate determinants of ma-
trices. To calculate the determinant we apply the LU decomposition of matrix,
as in [7, 8]. Let D(λ) be a matrix whose elements are functions of λ. Then for
a �xed value λ = λm we can calculate D = LU or PD = LU , where P is a
permutation matrix, det P = (−1)q, q is a number of permutations and

det D = det LdetU =
n∏

i=1

uii (5)

or
detD = detP detLdet U = (−1)q

n∏

i=1

uii. (6)

Algorithm of the Secant method for solving IEP.
1. Choose initial approximations p(−1) and p(0).
2. For k = 0 until convergence, do:

(a) Compute LU decomposition of matrices Di = A(p(k))−λiI, i = 1, n,
D
′
i = A(p′)− λiI, D

′′
i = A(p′′)− λiI, (i, j = 1, n), where

p′ = (p(k−1)
1 , . . . , p

(k−1)
j , p

(k)
j+1, . . . , p

(k)
n ),

p′′ = (p(k−1)
1 , . . . , p

(k−1)
j−1 , p

(k)
j , . . . , p(k)

n ).

(b) Compute Fi(p(k)) = det(Di), i = 1, n by formula (5) or (6) and form
vector F (p(k)).

(c) Compute Fi(p′) = det(D
′
i), Fi(p′′) = det(D

′′
i ), i, j = 1, n by formula

(5) or (6) and form matrix F (p(k−1); p(k)), where

F (p(k−1); p(k))i,j =
Fi(p′)− Fi(p′′)

p
(k−1)
j − p

(k)
j

, (i, j = 1, n).

(d) Compute p(k+1) by the formula (3).
Algorithm of the Kurchatov's method for solving IEP.
1. Choose initial approximations p(−1) and p(0).
2. For k = 0 until convergence, do:

(a) Compute LU decomposition of matrices Di = A(p(k))−λiI, i = 1, n,
D
′
i = A(p′)− λiI, D

′′
i = A(p′′)− λiI, (i, j = 1, n), where

p′ = (2p
(k)
1 − p

(k−1)
1 , . . . , 2p

(k)
j − p

(k−1)
j , p

(k−1)
j+1 , . . . , p(k−1)

n ),

p′′ = (2p
(k)
1 − p

(k−1)
1 , . . . , 2p

(k)
j−1 − p

(k−1)
j−1 , p

(k−1)
j , . . . , p(k−1)

n ).

(b) Compute Fi(p(k)) = det(Di), i = 1, n by formula (5) or (6) and form
vector F (p(k)).

(c) Compute Fi(p′) = det(D
′
i), Fi(p′′) = det(D

′′
i ), i, j = 1, n by formula

(5) or (6) and form matrix F (2p(k) − p(k−1); p(k−1)), where

F (2p(k) − p(k−1); p(k−1))i,j =
Fi(p′)− Fi(p′′)

2(p(k)
j − p

(k−1)
j )

, (i, j = 1, n).
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(d) Compute p(k+1) by the formula (4).
Note, that matrices Di, D

′
i, D

′′
i can coincide with each other. In this case

LU decomposition and determinant can be calculated only once and thus the
amount of computation is reduced.

Next we consider the computational complexity of proposed algorithms. Let
compute the amount of operations (multiplications and division) required to
compute divided di�erences. It is known that to get LU decomposition of
matrix and compute its determinant by formula (5) it is need n3 + 2n− 3

3
operations [7, 8]. In the same articles it is shown that to compute the �rst
derivative of determinant it is required n3 + n2 − n operations.

To compute divided di�erence of determinant using LU decomposition it is
required 2n3 + 4n− 3

3
operations for Secant method and 2n3 + 7n− 3

3
opera-

tions for Kurchatov's method.
From these assessments we conclude that the di�erence methods are more

e�ective than Newton's method by the amount of calculations in one iteration.
However, the number of iterations for di�erence methods usually is greater than
for Newton's method, in particular for the Secant method.

3. Numerical experiments
In this section we present results of Secant and Kurchatov's methods and

compare with results of Newton's method. We consider inverse eigenvalue
problems with distinct eigenvalues. All vectors will be written as row-vectors.
To apply the methods (3) and (4) we need to set the additional approxima-
tion p(−1). To get good starting values it was chosen in the following way:
p(−1) = p(0) + 10−4. The iterations of considered iterative processes were
stopped when ‖p(k+1) − p(k)‖∞ < ε or ‖F (p(k+1))‖∞ < ε, ε = 10−9.
Example 3.1 Consider the general inverse eigenvalue problem [1]. Let

n = 5,

A0 =




2 −0.08 0 0 0
−0.03 2 −0.08 0 0

0 −0.03 2 −0.08 0
0 0 −0.03 2 −0.08
0 0 0 −0.03 2




,

R =
n∑

i=1

rie
T
i =




1 0 0.01 −0.02 0.03
−0.03 1 0 0.01 −0.02
0.02 −0.03 1 0 0.01
−0.01 0.02 −0.03 1 0

0 −0.01 0.02 −0.03 1




and Ai = rie
T
i , i = 1, . . . , 5, where ei � i-th unit vector. The given eigenvalues

are λ = (δ, 1− δ, 2 + δ, 3− δ, 4).
Let δ = 0 and p(0) = (−2, −1, 0, 1, 2). Then Newton's method converge to

a solution
p∗ = (1.99279, 1.00257, 0.00237, −0.99786, −1.99987).
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Using the same starting point p(0), we found a di�erent solution
p∗ = (−2.00240, −0.99800, 0.00236, 1.00271, 1.99533)

by Secant and Kurchatov's methods.
Let δ = 0.441. Then Newton's method, methods (3) and (4) converge to a

solution
p∗ = (−1.56910, −1.43181, 0.49205, 0.51127, 1.99758)

with the starting point p(0) = (−2, −1, 0, 1, 2). The received results are dis-
played in the Table 1.

Tabl. 1. The numerical results for example 3.1

Iterations, k ‖p(k) − p(k−1)‖∞ ‖F (p(k))‖∞
Newton's method 10 5.73238× 10−10 8.07568× 10−15

Kurchatov's method 10 9.88872× 10−11 4.12121× 10−15

Secant method 14 2.31415× 10−11 8.07565× 10−15

Example 3.2 Consider an additive inverse eigenvalue problem with distinct
eigenvalues [3]. Here n = 8,

A0 =




0 4 −1 1 1 5 −1 1
4 0 −1 2 1 4 −1 2
−1 −1 0 3 1 3 −1 3
1 2 3 0 1 2 −1 4
1 1 1 1 0 1 −1 5
5 4 3 2 1 0 −1 6
−1 −1 −1 −1 −1 −1 0 7
1 2 3 4 5 6 7 0




, Ai = eie
T
i , i = 1, 8.

The eigenvalues of the problem 3.2 are λ∗ = (10, 20, 30, 40, 50, 60, 70, 80).

Tabl. 2. The numerical results for example 3.2

Secant method Kurchatov's method
k ‖p(k) − p∗‖∞ ‖p(k) − p∗‖∞
0 8.68150 8.68150
1 2.31065 2.31079
2 1.10171 0.59989
3 0.23738 0.05708
4 0.02958 0.00171
5 0.00085 5.26419× 10−6

6 4.20674× 10−6 5.07569× 10−10

7 6.34913× 10−10

Proposed methods converge to a solution
p∗ = (11.907888, 19.705522, 30.545498, 40.062657,

51.587140, 64.702131, 70.170676, 71.318499)
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with the starting point p(0) = (10, 20, 30, 40, 50, 60, 70, 80). The result was
obtained in 8 (Secant method) and 7 (Kurchatov's method) iterations. The
nature of the convergence of the considered numerical methods is shown in
Table 2.

Applying di�erence methods (3) and (4) to this problem with the starting
point p(0) = (10, 80, 70, 50, 60, 30, 20, 40) we �nd the following solution in 7
iterations:

p∗ = (11.461354, 78.880829, 68.353400, 49.878330,

59.168918, 30.410470, 24.834324, 37.012374).

So, di�erence methods can be applied for solving inverse eigenvalue problems.
Also these methods are simple in program implementation.
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